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SSSSumumumummarymarymarymary    

Large inserts of horizontally acquired DNA that contain functionally 

related genes with limited phylogenetic distribution are often referred to 

as Genomic Islands (GIs). Integration of GIs can in a single step transform 

a microbial organism, changing radically the way it interacts with its 

niche, a process that is often referred to as “evolution in quantum leaps”. A 

key aspect in the prediction of GIs is that at the time of their integration 

in the new host chromosome, their composition reflects mainly the 

composition of the donor, rather than the host. 

 

The first part of this thesis concerns the design, development and 

implementation of a novel algorithm, that of the Interpolated Variable 

Order Motifs, for the composition-based prediction of GIs. This algorithm 

exploits compositional biases using variable order motif distributions and 

captures more reliably the local composition of a sequence compared with 

fixed order methods, overcoming the limitations of the latter. 

Furthermore, for the optimal localization of the boundaries of each 

predicted region, the Hidden Markov Model theory was implemented in a 

change point detection framework, predicting more accurately the true 

insertion point of candidate GIs. 

 

In the second part of this thesis whole genome based comparative and 

phylogenetic techniques were used to study the acquisition of horizontally 

acquired genes in the Salmonella lineage in a time dependent manner. 

The compositional amelioration process was modelled and the relative 

time of acquisition of those genes was determined on different branches of 

the S. enterica phylogenetic tree. 

 

The aim of the third part of this thesis is to explicitly quantify and model 

the contribution of genomic features to the GI structure, under a 

probabilistic framework. A hypothesis free, bottom-up search was 

implemented and identified approximately 700 genomic regions, including 
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both GIs and randomly sampled regions from three different genera that 

form my training dataset. A Machine Learning approach was used to 

exploit the above dataset and study the structural variation of GIs. 

 

The last part of this thesis focuses on the experimental validation of the in 

silico predictions made on a newly sequenced bacterial genome. Applying a 

PCR-based protocol, the presence and absence of the predicted candidate 

islands was probed in seventeen unsequenced closely and distantly related 

strains. The true borders of the predicted islands were confirmed by 

sequencing across the boundary site in strains lacking the island. 
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IntroductionIntroductionIntroductionIntroduction    

1.11.11.11.1 Horizontal Gene TransferHorizontal Gene TransferHorizontal Gene TransferHorizontal Gene Transfer    

Perhaps very few themes in the study of microbial evolution have been as 

contentious as Horizontal Gene Transfer (HGT) (Kurland, 2000; Lawrence 

and Hendrickson, 2003). HGT is defined as the transfer of genetic material 

between a donor and a recipient, in which no asexual (or sexual) 

reproduction is involved; the donor need not be physically present. Early 

discussion on HGT came from Griffith, in a study focused on the ability of 

pneumococci to exchange genetic material through direct uptake of DNA 

from the environment (transformation) (Griffith, 1928); later on Anderson 

and Syvanen discussed the concept of gene transfer across species 

boundaries (Anderson, 1970; Syvanen, 1985). 

HGT as a concept has fuelled very strong and ongoing debate about 

its impact, extent, gene and host repertoire affected and frequency 

throughout the evolution of species (Kurland, 2000; Lawrence and 

Hendrickson, 2003).  The controversy stems mainly from the fact that 

HGT is a counterintuitive concept that threatens to reject (Doolittle and 

Papke, 2006; Gevers et al., 2005; Lawrence, 2002) the universality of a 

very fundamental biological concept, that of the biological species (Mayr, 

1942); furthermore it brings into question the Tree of Life (Darwin, 1859), 

i.e. the representation of the phylogenetic history and evolution of species 

through a strictly bifurcating tree-like structure. 

In terms of its impact, views range (Lawrence and Hendrickson, 

2003)  from HGT being a valid but nonetheless rare mechanism of gene 

transfer with marginal impact on genome phylogeny (Kurland et al., 

2003), to HGT being a major driving force that enables accelerated 

microbial evolution, often referred to as “evolution in quantum leaps” 

(Groisman and Ochman, 1996); for example two single-step events of HGT 

enabled Salmonella to evade successfully the host defence mechanisms 
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and invade epithelial cells (Hacker et al., 1997). Supporters of the first 

view put forward the idea that the evolutionary history of a species can 

still be reliably represented through a bifurcating tree-like structure that 

reflects mainly the organismal phylogeny (Daubin et al., 2003; Kurland et 

al., 2003; Lerat et al., 2005; Woese, 2000) since HGT frequency is not high 

enough to obscure the true phylogenetic signal of a given species. 

Supporters of the second opinion, however, believe that HGT can obfuscate 

the organismal phylogenetic signal to such an extent (i.e. mosaic genomes 

that contain genes with different histories) that the reliable 

representation of the organismal phylogeny violates the strictly 

bifurcating structure of the Tree of Life; instead reticulate, network-like 

structures can more reliably represent the true phylogenetic relationships 

between species that extensively exchange genetic material (Doolittle, 

1999; Gogarten and Townsend, 2005; Kunin et al., 2005). 

For example, two distantly related species that have extensively 

exchanged genetic material with each other, now having mosaic genomes 

with patches of DNA with different histories, will probably map (wrongly) 

on very close branches on the phylogenetic tree, since their phylogenetic 

histor(y)ies are forced to fit in a strictly binary (i.e. either they belong to 

the same species or not) classification system. On the other hand, 

acknowledging that mosaicism is a valid genomic state, we can allow 

genomes to belong to more than one species at the same time (Doolittle, 

1999); under a phylogenetic network representation the same two 

genomes will map correctly on their respective species/genera branches 

but their extensive genetic exchange will also be taken into account, 

represented through multiple branches connecting the two lineages. It 

should be noted that similar results of genome mosaicism with patches of 

very similar DNA shared between very closely related taxa may also be 

attributed to genetic exchange via homologous recombination (Didelot et 

al., 2007; Feil et al., 2001).  

An example that illustrates the extent of viable genomic mosaicism, 

and at the same time questions the true boundaries of the biological 
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species concept, comes from the model bacterial organism Escherichia coli; 

a three way comparison between the laboratory strain MG1655, the 

uropathogenic (UPEC) strain CFT073 and the enterohemorrhagic (EHEC) 

strain EDL933, shows that less than 40% of their common gene pool is 

shared between those three strains, although their high sequence 

similarity places them under the same species (Welch et al., 2002).  

At this point it may be useful to draw a parallel with quantum 

mechanics to discuss further the limitations of a binary classification 

system when describing complex biological processes. According to the 

classical Bohr model (Bohr, 1913) of the atom, electrons (in our case 

genomes) are allowed to belong only to one of the well-defined orbits (in 

our case species) around the nucleus. Later on, however, the quantum 

mechanics theory (Dirac, 1958) introduced a new, more realistic 

representation of the atom structure: the electrons surrounding the 

nucleus belong to a cloud (in our case phylogenetic network) of probable 

positions, rather than single well-defined orbits. The existence of the first 

atom model (in our case the tree of life) was due to our inability to study in 

a more detailed and realistic way the true structure of the atom (in our 

case the history of species); more sophisticated, non-binary methods bring 

a more realistic view in our understanding and modelling of the history of 

species evolution (Figure 1.1). 

From the host point of view, the extent of HGT ranges from 0% in 

Buchnera aphidicola (Tamas et al., 2002) to 24% in Thermotoga maritima 

(Nelson et al., 1999); from the donor point of view, the extent of HGT 

might be up to 100%, i.e. whole genome transfer of a donor to a recipient 

cell (Hotopp et al., 2007). 

Examples of HGT events exist in all three domains of life, i.e. 

bacteria (Baumler, 1997; Lawrence and Ochman, 1997), archaea 

(Deppenmeier et al., 2002; Gribaldo et al., 1999) and eukaryota (Hotopp et 

al., 2007), including humans, although the extent of HGT in the latter is 

not very well documented (Andersson et al., 2001; Stanhope et al., 2001). 
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In terms of gene repertoire, again HGT seems to affect a wide range 

of functional gene classes including genes encoding products involved in 

the translation machinery (e.g. aminoacyl-tRNA synthetases, ribosomal 

proteins) (Brochier et al., 2000; Wolf et al., 1999), ribosomal RNA (rRNA) 

genes (Nomura, 1999; Yap et al., 1999), components of biosynthetic 

pathways (e.g. cytochrome c biogenesis system I and II) (Goldman and 

Kranz, 1998) and major metabolic components (e.g. glyceraldehyde-3-

phosphate dehydrogenase) (Doolittle et al., 1990); a good review on how 

HGT might have affected major metabolic pathways is given by Boucher 

(Boucher et al., 2003). Although in theory all genes can be horizontally 

exchanged, some functional classes (e.g. operational genes) may be more 

frequently transferred than others (e.g. informational) (Jain et al., 1999). 

Estimates of the actual frequency of HGT events in microbial 

genomes exist and suggest that HGT can be indeed a very frequent 

mechanism of gene transfer. Lawrence and Ochman (Lawrence and 

Ochman, 1997) studying the effects of HGT in E. coli and S. enterica 

estimated the HGT rate to be 31 kb per million years (Myr); this rate is 

close to the frequency of DNA being introduced by point mutations. 

Applying this rate of HGT, the two sister lineages were predicted to have 

each gained and lost over 3Mb of alien DNA, since their divergence, 

approximately 100-140 million years (Myr) ago (Doolittle et al., 1996; 

Ochman and Wilson, 1987). 

Although horizontally acquired DNA enters a different, completely 

new genomic environment of a another host, the expression of horizontally 

acquired genes is not random or unrestrained; on the contrary the 

expression of alien DNA can be extremely sophisticated and fine-tuned. 

For example in Salmonella the quorum sensing mechanism that controls 

the cell population density directly affects the expression of genes that 

have been en block horizontally acquired under a single event (Choi et al., 

2007). Similarly SlyA, a virulence-related transcriptional regulator, 

participates in the regulation of another block of alien genes present in S. 

enterica (Linehan et al., 2005). Recently a putative master regulator of the 
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expression of horizontally acquired DNA has been recognized in 

enterobacteriaceae (Navarre et al., 2006): H-NS, a histone-like nucleoid 

structuring protein has been proposed to be responsible for selectively 

silencing horizontally acquired DNA of lower G+C% content relative the 

backbone composition of the host. It is worth noting that SlyA acts as an 

antagonist to H-NS, displacing the H-NS from promoter loci (Wyborn et 

al., 2004), adding one extra level of complexity to the regulatory network 

controlling the expression of alien DNA in microbial genomes. 

 

There are three reported major mechanisms of HGT (Figure 1.2), 

namely transformation (Griffith, 1928), conjugation (Lederberg and 

Tatum, 1946) and transduction (Morse et al., 1956). A major difference 

between conjugation and the other two types of gene transfer, in terms of 

the donor and the recipient, is that in transduction and transformation 

Figure 1.1: AAAA.... An example of genome mosaicism and the limitation of a bifurcating, tree-
based classification system (bottom) for a reliable representation of the true phylogenetic 
histories of lineages exposed to high rates of genetic flux, compared to a phylogenetic 
network (top). B.B.B.B. Atom structure representation under the Bohr model (bottom) and the 
quantum theory (top). 

Network

Tree

Quantum

Bohr

A B
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there is no actual need for the donor to be physically present either in 

terms of time or in terms of space. 

The recognition and uptake of naked DNA directly from the 

environment (transformation) is a widespread DNA transfer mechanism, 

present in many archael and bacterial species including Gram positive and 

Gram negative representatives (Lorenz and Wackernagel, 1994). In order 

for natural transformation to occur, a physiological state of competence 

must be reached; some bacteria species develop competence as a response 

to certain environmental changes whereas others, such as Neisseria 

gonorrhoeae and Haemophilus influenzae are constantly competent to 

accept naked DNA (Dubnau, 1999). Transformation in Neisseria and H. 

influenzae is selective and requires the presence of specific DNA Uptake 

Sequences (DUS) of approximately 10bp in length (Goodman and Scocca, 

1988) that are scattered throughout the bacterial chromosome at 

frequencies up to 2,000 copies per chromosome (Parkhill et al., 2000). 

Naked DNA binds non-covalently to binding sites on the cell surface 

(Lorenz and Wackernagel, 1994) prior to the translocation within the 

bacterial cell; double stranded DNA however needs to be converted to 

single stranded in order to be translocated successfully through the inner 

membrane (Chen and Dubnau, 2004). 

DNA transfer between bacterial genomes can occur also through a 

different mechanism (i.e. transduction) that presupposes the presence of 

intermediates that fail to fit within the actual definition of a living 

organism, namely bacteriophages. Bacteriophages are viruses specialized 

to infect bacteria and a recent estimate suggests that approximately 1030 

tailed bacteriophages exist on our planet, a number that far exceeds the 

population of any “living” organism (Brussow and Hendrix, 2002). There 

are two major types of transduction, generalized and specialized. In the 

first case, random fragments of the host bacterial chromosome can be 

packaged within the phage capsid during the replication and maturation 

process of the particles of a lytic bacteriophage. Some phage particles 
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carry exclusively bacterial DNA, and upon a second infection they can 

transfer genetic material from one bacterium to another. 

Alternatively temperate bacteriophages integrate their genetic 

material into the bacterial chromosome, forming prophage elements. Upon 

induction a small part of the bacterial chromosome, close to the 

attachment site of the bacteriophage, is picked up and substitutes a small 

part of the actual prophage DNA; during the phage replication process the 

bacterial fragment replicates along with the phage DNA, such that every 

phage particle at the end will contain the same bacterial DNA fragment 

(specialized transduction). Upon a second infection, the DNA fragment of 

the previous host can now be transferred to a new bacterial recipient. The 

amount of transferable DNA through transduction depends on the actual 

dimension of the phage capsid and can be up to 100kb (Ochman et al., 

2000). Different bacteriophages infect certain bacterial species, and their 

specificity depends on the presence of distinct cell surface receptors on the 

bacterial cell. 

The impact and extent of transduction as a mechanism of HGT can 

be concluded from a previous study (Canchaya et al., 2003) focused on 56 

sequenced Gram positive and Gram negative bacteria: 71% of those 

bacterial chromosomes contain at least one prophage sequence while 

prophages may account for up to 16% of the bacterial chromosomal DNA 

(Ohnishi et al., 2001). 

Conjugation is another mechanism of cell-to-cell DNA transfer that 

presupposes the physical co-occurrence of both the donor and the recipient 

cell. Conjugation is a widespread mechanism that allows the exchange of 

genetic material between distantly related lineages and even between 

different domains of life, e.g. bacteria-plant transfer (Buchanan-Wollaston 

et al., 1987). Conjugation frequently involves the transfer of a mobilizable 

or self-transmissible plasmid through a cell-to-cell bridge (mating pillus) 

from a donor to a recipient cell under a rolling-circle replication process 

(Khan, 1997).  
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Some plasmids of Gram negative bacteria build the mating pillus 

utilizing a type IV secretion system (T4SS) and the specificity of the actual 

conjugation is determined by several factors including the interaction of 

the pillus with the outer membrane and the cell surface structure of the 

recipient cell (Anthony et al., 1994). If prior to the conjugation event, the 

plasmid had been inserted within the actual chromosome of the donor, e.g. 

via a recombination event between sequences of the plasmid and the 

chromosome, it is possible for DNA fragments of the donor chromosome to 

be captured by the plasmid and get transferred to the recipient cell; a 

subsequent recombination between the donor DNA fragment and the 

recipient chromosome represents the final step in the HGT event via a 

conjugation mechanism. 

Figure 1.2: A.A.A.A. Uptake of naked DNA from the environment (transformation). B.B.B.B. Transfer 
of plasmid genetic material through the mating-pair pillus from a donor to a recipient 
bacterial cell (conjugation). C.C.C.C. Transfer of genetic material from a donor (not shown) to a 
recipient bacterial cell through a bacteriophage intermediate (transduction). 

A. B. 

C. 
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1.21.21.21.2 Genomic IslandsGenomic IslandsGenomic IslandsGenomic Islands    

Horizontally acquired DNA sequences that contain functionally related 

genes with limited phylogenetic distribution, i.e. present in some bacterial 

genomes while being absent from closely related ones, are often referred to 

as genomic islands (GIs). The location of those mobile elements often 

correlates with distinct structural features such as tRNA genes, direct 

repeats (DRs) and mobility genes (e.g. integrase, transposase), which has 

lead to a definition of the GI structure that includes these features (Figure 

1.3), (Hacker et al., 1997; Hacker and Kaper, 2000; Schmidt and Hensel, 

2004). 

The range of the GI size is very wide, leaving almost no space for 

common consensus; for example GIs can be less than 4.5kb in length e.g. 

the Salmonella Pathogenicity Island (SPI)-16 in S. typhi CT18 (Vernikos 

and Parkhill, 2006) reaching up to 0.6Mb e.g. the symbiosis island in 

Mesorhizobium loti accounting for almost 10% of the total size of the 

chromosome (Sullivan and Ronson, 1998). 

Some of the GI associated features are shared by other genomic 

elements such as integrated plasmids, bacteriophages, extracellular 

polysaccharide biosynthesis loci (Hacker and Kaper, 2000; Zhang et al., 

1997) and other gene clusters under specific constraints; these may or may 

not be recently horizontally acquired. However, GIs usually differ from 

bacteriophages and plasmids in the lack of autonomous replication origin 

(Schmidt and Hensel, 2004). 

Pathogenicity islands (PAIs) constitute a specific type of GIs that 

provide virulence properties to bacterial strains. The concept of PAI was 

established in the late 1980s by Jörg Hacker and colleagues studying the 

virulence properties of uropathogenic strains of E. coli (UPEC) 536 and 

J96 (Hacker et al., 1990; Knapp et al., 1986). Clusters of virulence genes 

were previously described under the term “virulence gene blocks” (Hacker, 

1990; High et al., 1988; Low et al., 1984). The observation that a group of 

genes could be deleted as a unit led to the definition of the term 



      10  Introduction 

“pathogenicity DNA islands” and later on to “pathogenicity islands” (Blum 

et al., 1994; Hacker et al., 1990). 

 

 

 

 

 

Figure 1.3: ACT (Carver et al., 2005) screenshots: BLASTN comparison between three 
hypothetical bacterial strains (top, middle, bottom). Regions within the three strains with 
sequence similarity are joined by red coloured bands that represent the matching regions. 
A.A.A.A. Overview of the Genomic Island (GI) structure: pink and green coloured features 
represent integrase and functionally related genes respectively. The RNA gene in the 
proximity of the GI is detailed as a blue coloured feature, while the direct repeats 
flanking this island are shown as two joined features. The G+C% composition is shown in 
the graph plot above the island, using a 0.5kb window size. Structural variation of the GI 
structure: B.B.B.B. A hypothetical GI structure with no significant compositional deviation from 
the backbone composition, inserted adjacent to an RNA locus (e.g. Salmonella
Pathogenicity Island (SPI)-6). C.C.C.C. A hypothetical GI structure with significant (low G+C%) 
compositional deviation from the backbone composition, inserted adjacent to an RNA 
locus, carrying an integrase gene at the 5’ end (e.g. SPI-5). D.D.D.D. A hypothetical GI structure 
with significant (high G+C%) compositional deviation from the backbone composition, 
inserted adjacent to an RNA locus (e.g. SPI-9). E.E.E.E. A hypothetical GI structure with 
significant (low G+C%) compositional deviation from the backbone composition (e.g. SPI-
4). 

B

DE

A

C
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The phenotypic properties of GIs depend not only on their actual 

genetic alphabet i.e. their functional modules but also on the ecological 

context i.e. the host niche. In other words the same GI may confer 

completely different phenotype depending on the host organism. For 

example the iron uptake system present in Yersinia spp. is also present in 

non pathogenic bacteria found in the soil; in the first case it enables the 

survival of the bacterium within the host (resulting into pathogenic 

phenotypes) while in the second case it is used occasionally only under 

conditions of limited iron (Hacker and Carniel, 2001; Schmidt and Hensel, 

2004). 

Examples of other types of GIs include the symbiosis island in M. 

loti (Sullivan and Ronson, 1998), the metabolic islands in Burkholderia 

cepacia and Pseudomonas aeruginosa (Arora et al., 2001; Baldwin et al., 

2004) and the antibiotic resistance island in Salmonella (Doublet et al., 

2005). 

GIs are also present in Gram-positive bacteria but they can differ 

structurally from those present in Gram-negative bacteria; overall they do 

not exhibit specific junction sites (e.g. DRs), they are rarely inserted 

adjacent to RNA loci and they are often stably integrated in the host 

genome due to the lack of mobility genes (Hacker et al., 1997). 

Insertion of GIs into the bacterial chromosome is often a site-

specific event. About 75% of GIs currently known have been inserted at 

the 3’ end of a tRNA locus including the acceptor-TψC stem-loop and often 

the CCA end (Hacker et al., 2002; Hou, 1999; Williams, 2002). For 

example the tRNAselC locus has been extensively used as an integration 

hot spot for many different GIs in enteric bacteria (Ritter et al., 1995). The 

length of the DRs ranges from 9 bp (e.g. PAI-1 in UPEC CFT073) to 135 bp 

(e.g. the locus of enterocyte effacement (LEE) PAI in EHEC). An average 

length for the DRs is approximately 20 bp (Kaper and Hacker, 1999; 

Schmidt and Hensel, 2004).  

Three theories have been proposed to explain the predominant use 

of tRNAs as insertion sites: 
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1. Certain tRNAs might read more efficiently (atypical) codons of 

the associated GI, e.g. the rare tRNALeuX (Ritter et al., 1997). 

2. Multiple copies of tRNA genes provide alternative insertion sites 

for GIs. 

3. Integrases recognize specific motifs in the conserved tRNA 

structure/sequence to facilitate the integration and excision of GIs 

(Reiter et al., 1989). 

Other genes though may also act as insertion sites for GIs e.g. the cag PAI 

has been inserted within the glr (glutamate racemase) gene of 

Helicobacter pylori (Censini et al., 1996); another example is SPI-9 

(Parkhill et al., 2001) that has been inserted close to a tmRNA (also 

known as 10Sa RNA, (Williams, 2003)) locus  of S. typhi CT18. 

 There are many different ways of describing and illustrating the 

structural variation of GIs; for example GIs can be classified based on 

their mechanism of mobilization e.g. transduction or conjugation. A 

similar classification can be based on the actual family of mobility genes, 

e.g. tyrosine or serine recombinases and DDE transposases. Another 

classification scheme could be based on the overall phenotypic properties 

of GIs, e.g. virulence, metabolism and antibiotic resistance. Under the 

same framework of classification but in a higher resolution, GIs can be 

classified based on their functional modules, e.g. Type III Secretion 

Systems (T3SS) and T4SS or even based on the origin of those modules, 

e.g. phage, plasmid and transposon-derived; the combination of those 

modules creates a continuum of mobile element mosaicism, increasing 

even further the structural complexity of GIs (Osborn and Boltner, 2002; 

Toussaint and Merlin, 2002). GIs can also be classified based on their 

composition (e.g. high or low G+C%), the host repertoire (e.g. Gram 

positive, Gram negative), the level of structural mosaicism (e.g. more than 

one independent insertion event) or even the insertion point preference 

(e.g. tRNA, tmRNA or coding sequences – CDSs). It is worth noting that 

often some GI modules are interrelated with others; for example most of 
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the tyrosine recombinases catalyse site-specific insertion at the 3’ end of a 

tRNA locus (Burrus et al., 2002). 

Furthermore a more abstract and broadly applicable classification 

scheme can be based simply on the actual GI sequence-structural 

components i.e. presence or absence of mobility genes, repeats and phage 

related domains, compositional deviation and proximity to tRNA loci; 

under this classification scheme, any type of GI can be described 

regardless of the mechanism of integration, the host repertoire or other 

specific properties. For example a GI can be described with a binary 

profile: e.g. [1,0,1,0,0,1,0] for repeats, integrase, tRNA, phage-domains, 

leading or lagging strand bias, high or low gene density and low or high 

G+C% content  respectively, in a similar way that a given isolate of a 

species is described by a given allelic profile using the Multi Locus 

Sequence Typing (MLST) method (Maiden et al., 1998). Under this 

framework GIs with the same structural [1,0,1,0,0,1,0] profile would be 

grouped under the same GI family. 

In the following section, I aim to provide a short review on 

representative examples of distinct GI structures, summarizing key 

features that reveal the structural variability and conservation that 

describes this superfamily of mobile elements. I will focus on a broad 

selection of thirteen GI structures providing a representative sampling of 

the structural variation, rather than attempting to be comprehensive, 

providing an extensive list of all the known examples of GIs. There are 

many existing reviews discussing most of the known GIs, notably by 

Hacker (Hacker and Kaper, 2000; Kaper and Hacker, 1999), and Schmidt 

(Schmidt and Hensel, 2004). Furthermore, an online database namely 

PAI-DB (http://www.gem.re.kr/paidb/) provides a very comprehensive list 

of known PAI structures (Yoon et al., 2007). Some of the issues 

summarised here are discussed in more detail in other chapters of this 

thesis.  

The rationale behind the classification scheme discussed in the 

following section will be based on the distinct building blocks and 
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functional modules carried by a broad selection of GIs which in return 

affect both their phenotypic properties and the mechanism of mobilization 

(Table 1.1). 

 

 

Table 1.1: A list of 13 representative Genomic Islands and their functional modules, used 
in this analysis. 

Functional moduleFunctional moduleFunctional moduleFunctional module    Genomic IslandGenomic IslandGenomic IslandGenomic Island    ReferenceReferenceReferenceReference    

Toxin SaPIs 

(Fitzgerald et al., 2001; Holden et al., 2004; 

Lindsay et al., 1998; Novick et al., 2001; 

Novick and Subedi, 2007) 

T1SS SPI-4 (Gerlach et al., 2007; Morgan et al., 2007) 

T2SS and Iron Uptake HPI (Carniel, 1999; Carniel, 2001) 

T3SS LEE, SPI-1, SPI-2 (Jerse et al., 1990; McDaniel et al., 1995) 

T4SS cag PAI (Censini et al., 1996) 

Type IV pilus SPI-7 (Parkhill et al., 2001; Pickard et al., 2003) 

T5SS SPI-3 (Blanc-Potard et al., 1999) 

Symbiosis (nodulation and 

nitrogen fixation) 

Symbiosis Island 

ICEMlSymR7A 
(Sullivan and Ronson, 1998) 

Metabolism cci (Baldwin et al., 2004) 

Antibiotic resistance SGI-1, Vibrio SXT 
(Beaber et al., 2002; Doublet et al., 2005; 

Hochhut and Waldor, 1999) 

 

 

1.2.11.2.11.2.11.2.1 SaPIsSaPIsSaPIsSaPIs    

Staphylococcus aureus is a common commensal organism present on the 

respiratory tract and skin of 30-70% of the human population. However S. 

aureus can also act as a pathogen, shows high resistance to antibiotics and 

is commonly associated with nosocomial infections, including, but not 

limited to, bacteraemia, endocarditis and syndromes caused by a wide 

range of toxins, such as exotoxins and superantigens. 

Superantigens including the toxic shock syndrome toxin-1 (TSST-1) 

(Lindsay et al., 1998) are frequently carried by the staphylococcal 

pathogenicity islands (SaPIs), a structurally very well conserved family of 

phage-related GIs (Figure 1.4) present in all but one (MSSA476) of the 



1.2.1 SaPIs   15 

sequenced S. aureus strains and in many other staphylococci (Novick and 

Subedi, 2007). Six different sites on the staphylococcal chromosome are 

occupied by the already identified SaPIs in a similar orientation to 

prophage elements, i.e. with the majority of the genes oriented in the same 

direction as chromosomal replication (Novick and Subedi, 2007). 

SaPIs are induced to excise and replicate by specific types of 

temperate staphylococcal bacteriophages and the replicated SaPI DNA is 

encapsulated into phage-encoded capsids and spread with high frequency 

within the staphylococci lineage by means of generalized transduction 

(Maiques et al., 2007); SaPIs are stably integrated in the chromosome in 

the absence of helper phages due to the lack of SaPI-encoded excisionase 

(Novick, 2003). SOS induction, triggered by antibiotics, may result in a 

wide spread of SaPIs, raising an issue of how effective antibiotic treatment 

can really be in the case of bacteria with highly mobile, virulent elements 

like SaPIs (Ubeda et al., 2005). 

In terms of gene content SaPIs are extremely well conserved; a 

conserved (encapsidation) module consisting of five genes is present at the 

right end of SaPIs (Figure 1.4); within this module the ter gene encodes 

the terminase small subunit commonly found in phages of Gram-positive 

bacteria. Another conserved gene present in SaPIs is the rep gene 

encoding a helicase/primase-like protein that is important for the 

replication of the SaPI DNA and is located on the left side of the 

encapsulation module. Further on the left there are two genes with helix-

turn-helix motifs, encoding putative regulatory proteins (Novick and 

Subedi, 2007) while at the left most end of the SaPIs, adjacent to the 

attachment (att), site is the integrase gene. Often in some SaPIs, two 

superantigens are located next to the integrase gene. The two 

superantigens, TSST-1 (tst gene) and enterotoxin B (seb gene), are located 

at the same position but on opposite orientation in SaPI1 (Lindsay et al., 

1998) and SaPI3 (Novick et al., 2001) (Figure 1.4). 

SaPIs have a size of 15-17kb and are flanked by DRs, consisting of a 

highly conserved core of 15-22bp flanked by variable sequences. The 
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average G+C content of SaPIs is 31%, lower than the chromosome G+C 

content of 33%. Similarly in terms of gene density, SaPIs have a much 

higher gene density of 1.45 genes/kb, compared to the genome average of 

0.9 genes/kb, suggesting chromosomes of higher gene density than that 

characterizing the Staphylococcus lineage as the potential source of those 

GIs, one obvious possibility being bacteriophage genomes (Vernikos and 

Parkhill, 2007). 

 

1.2.21.2.21.2.21.2.2 LEELEELEELEE    

The pathological intestinal phenotype “attaching and effacing” (A/E) that 

is described as the effacement of the intestinal epithelial microvilli and the 

Figure 1.4: Comparison of SaPIs. From top to bottom: SaPI4 (S. aureus MRSA252), 
SaPI2 (S. aureus RN3984), SaPI3 (S. aureus COL), SaPI1 (S. aureus RN4282) and 
SaPIbov (S. aureus RF122). Regions within the five SaPI DNA sequences with sequence 
similarity are joined by red colored bands that represent the matching regions under a 
BLASTN comparison (ACT screenshot). CDS colouring scheme: Pink; integrase, green; 
helicase/primase, red; superantigens, yellow; helix-turn-helix motif, and light blue; 
terminase. 
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intimate attachment of the bacterium to the epithelial cells (Jerse et al., 

1990; Kaper and Hacker, 1999; Wales et al., 2005), is attributed almost 

exclusively to a mobile element, termed locus of enterocyte effacement 

(LEE) (McDaniel et al., 1995). Enteropathogenic E. coli (EPEC), a major 

cause of infantile diarrhea in the developing world, EHEC responsible for 

food and water-borne poisoning causing hemorrhagic colitis and 

Citrobacter rodentium, responsible for murine colonic hyperplasia, are 

hosts of the LEE island and produce A/E lesions (Deng et al., 2001; 

McDaniel et al., 1995; Perna et al., 1998). In commensal E. coli K-12 

transfer of the LEE confers the full A/E phenotype (McDaniel and Kaper, 

1997). 

 LEE is a very well conserved family of GIs, with an average G+C 

content of 38%, significantly lower than the genome average G+C content 

of E. coli and C. rodentium (50% and 54% respectively). The size of the 

LEE island ranges from 35kb (in EPEC E2348/69) to 43kb (in EHEC 

O157:H7) although in the last case the almost 8kb difference is attributed 

to a putative P4 prophage element integrated between the tRNAselC locus 

and the LEE island, suggesting an independent acquisition event after the 

acquisition of the LEE island (Perna et al., 1998); however the same 

prophage is also present in O55:H7 EPEC (Kaper and Hacker, 1999). In 

most cases the LEE island is integrated adjacent to the tRNAselC gene, 

although in some EPEC strains and in C. rodentium it is integrated in 

different loci (Gal-Mor and Finlay, 2006), leaving open the possibility of 

multiple independent acquisitions of this GI throughout the evolution of 

A/E bacteria. The LEE island completely lacks DRs, and phage-or 

plasmid-related domains and its mechanism of mobilisation remains 

unknown; LEE has an overall gene density slightly higher than the 

genome average (1.15 and 0.97 genes/kb respectively). 

In terms of gene content, LEE contains 41 genes, organized in five 

polycistronic operons, namely LEE1, LEE2, LEE3, LEE4 and LEE5 

(Figure 1.5). LEE1 contains the ler (LEE-encoded regulator) gene, whose 

product is homologous to the H-NS transcriptional regulators (Kaper and 
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Hacker, 1999); the ler gene activates the transcription of LEE2-LEE4. 

Also present in the LEE1 are genes encoding components of the T3SS. 

LEE2 contains also components of the T3SS and additionally the cesD 

gene encoding a chaperone important for the secretion of EspD and EspB 

(Elliott et al., 1998). Components of the T3SS are also present in the third 

operon (LEE3).  

 

 

LEE4 contains genes (espA, espD, espB and espF) encoding products 

secreted by the T3SS. The fifth operon (TIR) carries three genes namely 

Figure 1.5: Comparison of the LEE island present in different genomes. 
From top to bottom: E. coli O157:H7 EDL933, C. rodentium DBS100, E. 
coli E2348/69 EPEC, E. coli 0181-6/86 EPEC and E. coli RDEC-1 EPEC. 
Operon colour scheme: Light blue; LEE1, dark blue; LEE2, cyan; LEE3, 
grey; TIR (LEE5), orange; LEE4, and light pink; P4 prophage. Graph: 
G+C% content with a window size of 1kb. 
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cesT, eae and tir; cesT, like cesD, encodes a chaperone. eae gene was the 

first characterised gene of the LEE island (Jerse et al., 1990) and encodes 

an outer membrane protein (intimin), an important intestinal adherence 

factor (Donnenberg et al., 1993) that binds on the translocated intimin 

receptor (Tir). The intimin receptor is encoded by the tir gene and is 

translocated into the host cell via the T3SS (Kenny et al., 1997). 

 Although the gene content of the LEE island is very well-conserved, 

in terms of sequence composition and similarity, LEE shows a mosaic 

structure. The most highly conserved genes encode the components of the 

T3SS (esc genes), whereas the genes encoding secreted proteins (esp) are 

more divergent (90% and 80% average nucleotide sequence similarity 

respectively). The tir gene is one of the most divergent loci in the LEE 

island with an average sequence similarity of 68%. The mosaic nature of 

LEE is also evident from the G+C content; LEE1, LEE2 and LEE3 have 

an average G+C content of 33.3%, 38.2% and 39.5% as opposed to a much 

higher G+C content of the TIR and the LEE4 operon of 43.6% and 42.6% 

respectively (Figure 1.5). 

1.2.31.2.31.2.31.2.3 SPISPISPISPI----7777    

Salmonella enterica serovar Typhi (S. typhi), a human restricted, host 

adapted pathogen is the aetiological agent of typhoid fever (Parry et al., 

2002) and most S. typhi isolates carry the viaB locus that encodes the Vi 

capsular polysaccharide (Hashimoto et al., 1993; Hornick et al., 1970; 

Robbins and Robbins, 1984). In some Salmonella serovars Typhi, 

Paratyphi C and Dublin isolates the viaB locus is located on a PAI, termed 

SPI-7 (Parkhill et al., 2001). 

The G+C content of SPI-7 is 49.7%, slightly lower that the genome 

average G+C content of Typhi CT18 (52%). The overall gene density of 

SPI-7 is 0.99 genes/kb while the genome average is 0.91 genes/kb. SPI-7 is 

inserted at the 3’ end of the tRNAPhe gene which has been displaced at the 

3’ end of SPI-7; however the insertion has fully restored the displaced 

DNA fragment of the tRNA at the point of insertion. 
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 In terms of sequence composition and gene content, SPI-7 is a 

highly mosaic GI with distinct functional modules that were acquired in 

several independent HGT events (Pickard et al., 2003). At the 3’ end of 

SPI-7 (Figure 1.6), close to the displaced tRNA fragment, are a set of genes 

encoding proteins for conjugation and DNA replication such as single-

stranded DNA binding protein (ssb), DNA helicase (dnaB), chromosome 

partitioning protein (parB) and topoisomerase (topB); the average G+C 

content of this region is 49.9%. Further on the right of this module there is 

a group of 14 genes (pil) that encode a type IVB pilus system. The type 

IVB pilus system is likely to play a role in the intestinal cell attachment of 

S. typhi (Zhang et al., 2000) and may initially  have served as a mating 

pair formation system of a conjugative plasmid; this gene cluster is similar 

to the one present in plasmid R64 (Zhang et al., 1997). 

Further on the right of the type IVB pilus system is a set of genes 

involved in DNA transfer, frequently plasmid-encoded, like traE, traG and 

traC. These three functional modules present at the left end of SPI-7 

(Figure 1.6) have been previously suggested to play a key role in the 

mobilization of the entire SPI-7 locus via conjugation and form probably 

an independently acquired part of SPI-7; the similarity of this locus to 

plasmid R64 (Zhang et al., 1997) suggests a possible plasmid-related 

origin (Pickard et al., 2003). This observation is in line with other studies 

showing strong similarity of this SPI-7 locus to a wide range of 

structurally well conserved GIs (Figure 1.6), discussed in the following 

paragraph (Hensel, 2004; Mohd-Zain et al., 2004).  

A bacteriophage encoding a SPI-1 effector protein, SopE which is 

important for the invasion of Salmonella in the epithelial cells (Friebel et 

al., 2001; Mirold et al., 1999; Wood et al., 1996) represents a 33.5kb 

insertion next to the conjugation locus of SPI-7 with a G+C content very 

close to the genome average (51.57% and 52.09% respectively) and it is 

flanked by a set of 9bp DRs.  

This prophage element represents probably an independent HGT 

event in Typhi, given that it is absent from SPI-7 present in Dublin and 
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Paratyphi C, adding an extra level of mosaicism to SPI-7 (Pickard et al., 

2003).  Next to the SopE prophage lies the viaB locus consisting of 10 

genes, vexA-E and tviA-E encoding Vi polysaccharide export and 

biosynthesis proteins respectively; the average G+C content of this ~15kb 

region is 45.2%; significantly lower than the genome average and the 

overall G+C content of the entire SPI-7 (49.7%). 

 

 The first 62kb (conjugation) region of SPI-7 constitutes a very well 

conserved genetic locus similar to GIs and other mobile elements present 

in a wide range of hosts including β and γ-Proteobacteria and plant 

pathogen representatives (Figure 1.6), (Mohd-Zain et al., 2004; Pickard et 

Figure 1.6: Comparison of SPI-7 with other GIs; from top to bottom and left to right: GI 
present in Xanthomonas axonopodis pv. Cistri 306, PAGI-3 island of P. aeruginosa
SG17M, clc element in Pseudomonas sp. strain B13, ICEHin1056 in H. influenza, SPI-7 
in S. typhi CT18 (bottom left and top right), YAPI island in Y. enterocolitica 8081, GI in 
Photorhabdus luminescens TT01, pKLC102 plasmid of P. aeruginosa C, PAP1 island in 
P. aeruginosa PA14 . Colour scheme: Grey; DNA replication, red; type IVB pilus, yellow;
DNA transfer, light pink; prophage, pink; regulatory proteins ibrA and ibrB, brown; UV 
protection, and green; Vi antigen biosynthesis and export. 
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al., 2003). Members of this diverse GI family include SPI-7 (134kb) 

(Parkhill et al., 2001; Pickard et al., 2003), ICEHin1056 (59kb) in H. 

influenza (Mohd-Zain et al., 2004), the 65kb YAPI island in Y. 

enterocolitica 8081 (Thomson et al., 2006), a 140kb GI in Photorhabdus 

luminescens TT01 (accession number NC_005126), the 105kb clc element 

in Pseudomonas sp. strain B13 (Ravatn et al., 1998), the 106kb PAP1 

island in P. aeruginosa PA14 strain (He et al., 2004), the pKLC102 

plasmid of P. aeruginosa C (Klockgether et al., 2004), the 114kb PAGI-3 

island of P. aeruginosa SG17M strain and a 86kb island present in 

Xanthomonas axonopodis pv. Cistri, strain 306 (accession number 

NC003919). The members of this family of mobile elements integrate into 

a wide range of distinct tRNA loci, have an average G+C content ranging 

from 40 to 70% and share a set of approximately 33 core genes (Mohd-Zain 

et al., 2004). So far only the clc element and ICEHin1056 have been shown 

to be able to conjugate at frequencies of 10-6-10-7 (Dimopoulou et al., 1992; 

Ravatn et al., 1998). The fact that these seemingly similar GI structures 

are conserved in terms of gene content but are extremely diverged in 

terms of sequence composition and integration site, leaves open the 

possibility of convergent evolution rather than recent common ancestry. 

1.2.41.2.41.2.41.2.4 SGISGISGISGI----1111    

The multidrug resistance (MDR) phenotype of S. enterica serovar 

Typhimurium strain DT104 is attributed to a 43kb Salmonella genomic 

island 1 (SGI-1) integrated at the 3’ end of the thdF gene encoding a 

thiophene and furan oxidation protein (Doublet et al., 2005; Mulvey et al., 

2006). The MDR phenotype was acquired by DT104 in the early 1980s 

upon the integration of SGI-1; DT104 is resistant to chloramphenicol, 

ampicilin, streptomycin, tetracycline and sulfonamides (Threlfall, 2000). 

 The antibiotic resistance genes are located at the 3’ end of SGI-1 on 

a 13kb class 1 integron. Generally, class 1 integrons consist of a conserved 

5’ end (integrase gene) and 3’ end (quaternary ammonium compound and 

sulphonamide resistance genes) while the central recombination site 
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contains a variable gene cassette(s) (Recchia and Hall, 1995). The G+C 

content of this integron is significantly higher than the remaining part of 

SGI-1 and the overall genome average G+C content of DT104 (58.7%, 

44.2% and 52% respectively). The SGI-1 integron is flanked by 26bp DRs 

(Figure 1.7), while an internal set of 5bp inverted repeats are flanking the 

antibiotic resistance gene cassette. The structure of this class 1 integron is 

highly variable, due to the integrase-mediated exchange of gene cassettes 

(Boyd et al., 2002; Carattoli et al., 2002; Doublet et al., 2003). There are at 

least two different types of variation, including loss of a single resistance 

gene and exchange of the entire gene cassette (Levings et al., 2005). 

 

 A third set of repeats (DRs) of 19bp are flanking the entire SGI-1 

element and the attachment site on the left border (attL) of SGI-1 

Figure 1.7: SGI-1 structure and phylogenetic distribution. LeftLeftLeftLeft:::: ACT comparison 
showing the presence of SGI-1 in Typhimurium DT104 (middle) and its absence in 
Typhimurium LT2 (top) and SL1344 (bottom). The G+C% content is embedded as a plot 
above SGI-1 with a window size of 0.5kb. Colour scheme: Black; chromosomal gene thdF 
(SGI-1 insertion point) present in all 3 Typhimurium strains, yellow; conjugation, red; 
drug-resistance, green; regulation, light pink; recombination/integration, and cyan; DNA 
replication. Right:Right:Right:Right: Comparison of SGI-1 (middle) against SGI1-J (top) present in S. 
enterica Emek (Levings et al., 2005), SGI1-K (below SGI-1) present in S. enterica 
Kentucky (Levings et al., 2007) and SGI1-L (bottom) present in S. enterica Newport 
(Cloeckaert et al., 2006). 
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corresponds to the 3’ end of the thdF gene which is fully restored at the 

site of insertion (Figure 1.7). The overall G+C content of SGI-1 is 49.2% 

and the average gene density is very close to the DT104 genome average 

(0.99 and 0.98 respectively). In terms of gene content, there are at least six 

functional classes of genes, including recombination, replication, 

conjugation, regulation, drug resistance and other genes of unknown 

function (Figure 1.7). The conjugation related genes (including a mating 

pair protein coding gene) suggest that SGI-1 might have, at least 

originally, been acquired through a cell-to-cell contact mechanism 

(conjugation). Recently is has been shown that SGI-1 can be conjugally 

transferred in trans by a helper plasmid (R55), with an extrachromosomal 

circular intermediate at frequencies of 10-5-10-6 transconjugants/donor; for 

these reasons SGI-1 has been classified as a mobilizable, non-self-

transmissible element (Doublet et al., 2005).  

Apart from Typhimurium DT104, SGI-1 has been also described in 

Proteus mirabilis (Ahmed et al., 2007) and other S. enterica serovars 

including Albany, Agona, Paratyphi B, Meleagridis and Newport (Boyd et 

al., 2001; Cloeckaert et al., 2000; Doublet et al., 2003; Ebner et al., 2004; 

Meunier et al., 2002; Mulvey et al., 2004). 

1.2.51.2.51.2.51.2.5 cag PAIcag PAIcag PAIcag PAI    

H. pylori is a gram negative spiral shaped bacterium that colonizes half of 

the human population and causes peptic ulcer and gastric neoplasia (Dunn 

et al., 1997). Almost 10% of infected individuals develop peptic ulcer and 

only 1% gastric cancer (Gal-Mor and Finlay, 2006). Those severe 

pathogenic phenotypes of H. pylori are mainly attributed to the presence 

of a mobile genetic element namely cag PAI (Censini et al., 1996). Overall 

H. pylori shows extreme genetic variation, attributed to direct uptake of 

DNA from the environment (transformation) (Hofreuter et al., 2001), high 

rates of mutation (Bjorkholm et al., 2001) and frequent recombination 

(Suerbaum and Achtman, 1999). 
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 The cag region is a 37-40kb PAI with a G+C content significantly 

lower than the average H. pylori G+C content (35.7% and 39% 

respectively). Its average gene density (0.88 genes/kb) is also lower than 

the genome average gene density of 0.96 genes/kb. The cag PAI has been 

inserted at the 3’ end of the glr gene that encodes a glutamase racemase 

protein; the insertion has not disrupted the glr gene but rather its 3’ end 

has been fully restored upon the integration of the cag PAI island. The 

displaced and the restored fragment of the glr gene form a set of 41bp DRs 

that are flanking the boundaries of the cag PAI (Figure 1.8). Based on an 

in silico model, the cag PAI has been estimated to have been acquired by 

H. pylori approximately 50Myr ago (Kaper and Hacker, 1999). 

 

 

 In terms of gene content cag PAI encodes 27-33 genes and in some 

strains two IS elements are present at the 5’ and 3’ end of this PAI next to 

the attL and attR. Nine of the cag PAI genes show sequence similarity to 

the T4SS components of the Agrobacterium tumefaciens virB operon (Gal-

Mor and Finlay, 2006). One of those genes (cagE) shows sequence 

similarity to the virB4 gene of A. tumefaciens (Ward et al., 1988) and the 

trbE, traB and ptlC genes of plasmids RP4 and pKM101 and Bordetella 

petussis respectively (Lessl and Lanka, 1994; Weiss et al., 1993; Winans et 

al., 1996). CagE, like, PtlC, VirB4, TrbE and TraB contains a Walker box 

Figure 1.8: cag PAI structure. Colour scheme: Yellow; T4SS components, green; putative 
chaperone, red; cytotoxin-associated protein A – cagA gene, light pink; transposase, and 
black; glr gene – insertion point of the cag PAI. The 41bp DRs are shown as two joined 
black features flanking the cag PAI. Graph: G+C% content with a window size of 2.5kb. 
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(Walker et al., 1982), a type A nucleotide-binding site, that is required for 

ATP hydrolysis (Censini et al., 1996); CagE has been shown to stimulate 

bacterial-mediated epithelial IL-8 secretion (Maeda et al., 2001; Sharma et 

al., 1998; Tummuru et al., 1995). 

The cagF gene product has been previously shown to interact with 

CagA and has been hypothesized to encode a chaperone-like protein 

(Couturier et al., 2006). The product of the cagA gene (cytotoxin-associated 

protein A) is an immunodominant antigen and is the only known effector 

protein delivered by the H. pylori T4SS (Segal et al., 1999). CagA interacts 

with host proteins and affects the cell junctions, the cytoskeleton and 

signal transduction pathways (Bourzac and Guillemin, 2005) leading to 

actin polymerization and anomalous epithelial cell proliferation. Overall 

the cag PAI up-regulates the expression of proinflammatory chemokines 

(e.g. IL-8) which in return contribute to the stomach tissue damage and 

inflammation (Crabtree et al., 1995). 

1.2.61.2.61.2.61.2.6 Symbiosis islandSymbiosis islandSymbiosis islandSymbiosis island    

M. loti species can be differentiated from other Mesorhizobium and 

Rhizobium species based on the fact that the entire genetic information 

required for symbiotic lifestyle is chromosomally rather plasmid encoded 

(Chua et al., 1985; Sullivan et al., 1995). The species name nomenclature 

“loti” comes from its host species Lotus on which nodules containing the 

bacteria, are formed. It has been shown that the symbiosis information in 

M. loti is encoded on a mobile genomic element, termed symbiosis island 

(SI) (Sullivan and Ronson, 1998). SI is perhaps the largest known example 

of GI, constituting almost 10% (611kb) of the entire M. loti chromosome 

(7Mb). The average G+C content of SI is lower than the average genome 

G+C content (59.7% and 62.7% respectively) surprisingly lower if the 

exceptionally large size of SI is also taken into account. The average gene 

density is slightly lower than the genome average (0.94 and 0.96 

respectively) suggesting perhaps a phylogenetically closely related species-

donor. SI has been integrated at the 3’ end of the tRNAPhe gene 
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reconstructing the displaced fragment at the point of insertion; the two 

tRNA fragments (17bp) form the attL and attR, flanking the entire 611kb 

SI region (Figure 1.9). 

In terms of gene content, SI hosts 576 genes that encode for a wide 

range of functional products including, but not limited to, 

integration/recombination (111 CDSs), nitroxen fixation (19 CDSs), 

nodulation (18 CDSs), ABC transporters (21 CDSs), conjugation (11 

CDSs), T3SS components (6 CDSs), cytochromes (10 CDSs), ferredoxin (4 

CDSs) and transcriptional regulators (20 CDSs). It is worth noting that of 

the 111 integration/recombination CDSs 89 encode transposases (Figure 

1.9).  

 

 

The entire 611kb SI region can excise, forming a circular 

intermediate and get transferred via conjugation from symbiotic to non-

symbiotic Mesorhizobium species (Hentschel and Hacker, 2001; Ramsay et 

Figure 1.9: Structure of the symbiosis island (SI) in M. loti. Colour scheme: Light pink; 
integration/recombination, red; nitrogen fixation, yellow; nodulation, green; ABC 
transporters, light blue; conjugation, dark blue; T3SS translocation components, brown; 
cytochrome, orange; ferredoxin, and pink; transcriptional regulation. The screenshot at 
the top illustrates the same SI structure in a lower resolution allowing an overview of the 
SI region within the M. loti chromosome. The G+C% content (graph at the top of each 
panel) was drawn with a window size of 50kb and 5kb (top and bottom respectively). 
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al., 2006; Sullivan and Ronson, 1998). A P4 phage integrase located at the 

5’ end of SI is necessary for the integration and excision of SI, with higher 

frequencies of excision during the exponential and stationary phase 

(Ramsay et al., 2006). The fact that two genes of SI have sequence 

similarity to the quorum sensing traR and traI genes of A. tumefaciens 

leaves open the possibility of a fine-tuned mechanism that controls the 

excision of the SI elements relative to the bacterial population density 

(Fuqua and Winans, 1994; Ramsay et al., 2006). 

SI belongs to a diverse family of mobile elements, termed 

integrative and conjugative elements (ICEs) defined by their ability to 

excise site-specifically, to be mobilized and transferred via conjugation 

from one host to another, forming a circular extra-chromosomal 

intermediate, and to integrate in the recipient genome (Burrus et al., 

2006; Burrus et al., 2002; Burrus and Waldor, 2004). The term “ICE” 

describes a very diverse family of GIs that share a mix of both phage and 

plasmid related functions; ICEs, like plasmids, transfer via conjugation 

and like prophages integrate and replicate along with the recipient 

chromosome. Known examples of ICEs include the symbiosis island of M. 

loti (Sullivan and Ronson, 1998), the Vibrio cholerae SXT element (see 

below) (Beaber et al., 2002; Hochhut and Waldor, 1999), the ICEHin1056 

element in H. influenza (Mohd-Zain et al., 2004) and the clc element of 

Pseudomonas spp. strain B13 (Ravatn et al., 1998). 

1.2.71.2.71.2.71.2.7 SXTSXTSXTSXT    

A typical representative of the ICE GI family is the SXT element initially 

described in V. cholerae O139 (Burrus et al., 2006). Since the first (1992) 

characterization of the SXT element, 25 other members of this family, 

including the R391 ICE present in Providencia rettgeri (Coetzee et al., 

1972), have been described (Burrus et al., 2006). SXT is a 99.5kb ICE with 

a G+C content very close to the genome average G+C content of V. 

cholerae (47.05% and 47.69% respectively). The average gene density of 

SXT is lower than the genome average (0.87 and 0.93 genes/kb 
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respectively). The insertion point of SXT is the 5’ end of the prfC gene that 

encodes a peptide chain release factor 3 (RF3) (Hochhut and Waldor, 

1999); upon integration, the prfC gene is disrupted and the SXT element 

replaces this fragment with a different, novel 5’ coding sequence such that 

the prfC gives a functional RF3 product after the integration of SXT 

(Burrus et al., 2006). The SXT element is flanked by a set of 17bp DRs. 

The same prfC locus serves as an insertion point for the closely related 

ICE element R391 (Hochhut et al., 2001); however, SXT can integrate in 

different loci if the prfC gene is absent (Burrus and Waldor, 2003). 

 

 

 SXT carries a tyrosine recombinase integrase gene that belongs to 

the λ family of integrases that is key for the excision and integration of the 

SXT element (Burrus et al., 2006). The transfer of SXT involves excision, 

the formation of a circular extra-chromosomal intermediate, conjugal 

transfer via the T4SS to the recipient cell and integration in the host 

Figure 1.10: Left.Left.Left.Left. SXT structure. Colour scheme: Pink; integrase, transposase and phage 
related, yellow; conjugation, green; antibiotic resistance, dark blue; UV repair, red; 
single-stranded DNA binding protein, grey; transcriptional activator, and orange; 
mercury resistance. Right.Right.Right.Right. ACT comparison of the SXT element in V. cholerae (top) and 
the R391 in P. rettgeri (bottom). 
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chromosome. SXT can also mobilize in trans other non-conjugative 

plasmids as well as chromosomal genomic sequence under an Hfr-like 

mechanism (Burrus et al., 2006). SXT is very similar to the SGI-1 island of 

Typhimurium DT104, both carrying antibiotic resistance genes, both 

integrating site-specifically at a given locus via an integrase encoded gene 

product and they both have mosaic structure (Mulvey et al., 2006); 

however SGI-1 is a mobilizable but not self-transmissible ICE in contrast 

to the SXT element. 

In terms of gene content almost 50% of the SXT genes are not 

involved in the mobilization process. A set of genes encoding for antibiotic 

resistance (streptomycin, chloramphenicol, trimetroprim and 

suflamethoxazole) is located at the 5’ end of the SXT element (Figure 

1.10). Further downstream there is a set of two genes involved in UV 

repair processes; those two genes are also present in R391. Towards the 

middle and the 3’ end of SXT there are three tra gene operons. The first is 

involved in DNA processing and the other two in pilus assembly and 

mating pair stabilization; all three tra operons are very well conserved in 

terms of gene content and sequence similarity between the SXT and the 

R391 element (Figure 1.10). The components of the SXT element 

responsible for conjugation show also sequence similarity to the R27 

plasmid of Typhi (Sherburne et al., 2000). Genes involved in the regulation 

of the SXT are located at the 3’ end of this element; two genes (setC and 

setD) show sequence similarity to the flagellar regulators flhC and flhD 

(Kutsukake et al., 1990) and are key factors for the transcriptional 

regulation of the SXT (Beaber et al., 2002), while a third gene (setR) shows 

sequence similarity to the CI repressor of λ phages (Beaber et al., 2002). 

1.2.81.2.81.2.81.2.8 HPIHPIHPIHPI    

There are 11 species of Yersinia, a Gram-negative, rod-shaped bacterium. 

Y. pestis is the causative agent of plague, a systemic invasive disease 

(Perry and Fetherston, 1997), known as “The Black Death”. Throughout 

human history three human pandemics (6-8th centuries, 14-19th centuries, 
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19th century-today) attributed to Y. pestis, have been reported (Perry and 

Fetherston, 1997). Y. pestis is a blood-borne pathogen that evolved from 

the gastrointestinal pathogen Y. pseudotuberculosis approximately 1,500-

20,000 years ago (Achtman et al., 1999).  

The availability of iron in the environment of microorganisms is 

essential for their survival. In mammals, iron is usually bound to proteins 

such as ferritin, haemoglobin, lactoferrin and transferrin. For the direct 

utilization of iron from the environment, bacteria often synthesise for low-

molecular weight binding modules with high affinity to iron termed 

siderophores (Mietzner and Morse, 1994) that carry iron atoms into the 

bacterial cytosol via periplasmic, outer and inner membrane transport 

proteins (Carniel, 2001). 

In Yersinia, the siderophore system termed yersiniabactin is 

encoded on a genetic locus, the High Pathogenicity Island (HPI) (Carniel 

et al., 1996), a PAI that enables Yersinia to kill mice in very  low dosages. 

The size of HPI varies from 36kb in Y. pestis and Y. pseudotuberculosis to 

43kb in Y. enterocolitica with an average G+C content of 56%, 

significantly higher than the average genome-wide G+C content (46-50%). 

The gene density of HPI is lower than the genome average (0.52 and 0.84 

respectively), and the boundaries of HPI are defined by a set of imperfect 

DRs of 24bp on each side of the island corresponding to the DNA sequence 

at the 3’ end of a tRNAAsn locus; although three copies of the tRNAAsn gene 

exist in the Yersinia chromosome, only in Y. pseudotuberculosis HPI can 

insert into any of those three loci, whereas for the other two species (Y. 

pestis and Y. enterocolitica) only one, specific tRNAAsn locus serves as the 

integration site (Buchrieser et al., 1998). 

In terms of gene content, the core of HPI consists of 12 CDSs 

(Figure 1.11) that show overall higher G+C content than the remaining 

CDSs present in HPI (58% and 46% respectively), suggesting that HPI is 

probably a mosaic mobile element. Five CDSs encode products for the 

biosynthesis of the yersiniabactin system, including two high molecular-

weight proteins (HMWP1 and HMWP2), a putative salicylate synthetase 
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(YbtS), a putative thioesterase (YbtT), YbtE that adenylates salicylate and 

YbtU, a protein of unknown function (Carniel, 2001). Components for the 

transport of the yersiniabactin-iron complex are encoded by three other 

CDSs, namely fyuA (encoding an outer membrane protein), ybtP and ybtQ 

(encoding inner membrane ABC transporters). Two other CDSs, ybtA and 

ybtX encode for a transcriptional regulator (AraC type) and a signal 

transducer respectively. At the 5’ end of the HPI a bacteriophage P4-like 

integrase is located immediately downstream of the tRNAAsn locus; this 

observation leaves open the possibility that HPI might have been 

originally acquired from another bacterium via a bacteriophage element 

(transduction ) (Carniel, 1999), although conjugation is another proposed 

mobilization mechanism of the HPI (Antonenka et al., 2005). A putative 

candidate donor of the HPI is the genome of Klebsiella (in which HPI is 

also found integrated) with an average G+C content of 56-57%, very close 

to the HPI G+C% content (Carniel, 1999). 

In terms of sequence relatedness, there are two distinct 

evolutionary forms of HPI, HPI present in Y. pestis and Y. 

pseudotuberculosis and HPI present in Y. enterocolitica (Rakin and 

Heesemann, 1995). The 3’ end of the latter ends 12.8kb downstream of 

fyuA gene and includes four IS elements and seven more CDSs of 

unknown function (Carniel, 2001); the overall G+C content of the 

additional 12.8 DNA sequence is significantly lower (38.6%) than the 

remaining of the HPI (58%). 

In terms of phylogenetic distribution, apart from the Yersinia 

genus, HPI has also been found in E. coli (including commensal strains), 

Citrobacter diversus and Klebsiella isolates (Bach et al., 2000; Schubert et 

al., 1998), suggesting that HPI although firstly described in the genome of 

highly pathogenic Yersinia, is also present in non-pathogenic organisms. 

This observation further supports the concept that the phenotypic 

properties of GIs are strongly depended on the specific niche of the 

bacterial host (Hacker and Carniel, 2001; Schmidt and Hensel, 2004); 

indeed no direct pathogenic components are present on the HPI, rather 
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the HPI cargo makes the survival of the bacterium possible in this niche, 

without itself producing directly damaging effects on the host cells (Kaper 

and Hacker, 1999). 

 

Although HPI is a non self-transferable GI with unknown 

mechanism of dissemination, it is a highly unstable mobile element 

(Carniel, 2001). In Y. pseudotuberculosis the HPI excises, via the P4-like 

integrase precisely and spontaneously at a frequency of 10-4 (Buchrieser et 

al., 1998), while in Y. pestis, the excision occurs but it is not precise and 

involves an extended genomic region of 102kb that includes not only the 

HPI but also the pigmentation (pgm) locus (Fetherston et al., 1992); the 

102kb deletion is probably the result of homologous recombination 

between the two IS100 elements present at the boundaries of this region, 

Figure 1.11 Comparison of the HPI present in different genomes. From top to bottom:
Enteroaggregative E. coli 042, Y. pestis CO92, Y. pseudotuberculosis IP32953 and Y. 
enterocolitica 8081. Colour scheme: Light pink; integrase, transposase, red; 
yersiniabactin biosynthesis, yellow; yersiniabactin transport, grey; signal transducer, 
light blue; transcriptional regulator, dark blue; tRNA, and white; unknown function. The 
imperfect DRs flanking the HPI are shown as two joined black-coloured features. 



      34  Introduction 

rather than the result of P4-integrase mediated excision. In Y. 

enterocolitica the P4-like integrase is a pseudogene which further explains 

the stable integration of HPI in some isolates of that species. 

HPI is not the only known example of PAI carrying iron uptake 

systems; other examples include the aerobactin system in Shigella 

flexneri, two putative siderophore systems in UPEC and the iron transport 

system of SPI-1 in Salmonella, discussed in more detail in the following 

section. 

1.2.91.2.91.2.91.2.9 SPISPISPISPI----1, 2, 1, 2, 1, 2, 1, 2, 3, 43, 43, 43, 4    

The majority of SPIs are exceptional PAIs, not only due to their 

phylogenetic distribution (Figure 1.12), i.e. they are species but not strain 

specific islands (Hacker et al., 1997), but also due to their atypical PAI 

structure (Table 1.2) that is not described by the classical GI definition 

(Hacker et al., 1997; Hacker and Kaper, 2000; Schmidt and Hensel, 2004). 

The fact that many SPIs lack identifiable repeat elements flanking their 

boundaries and mobility genes, e.g. integrases, suggests that those mobile 

elements are probably stably integrated in the Salmonella chromosome, 

perhaps representing very ancient insertions that over time lost their 

ability to mobilize (Wong et al., 1998). 

 

Table 1.2: Structural features and properties of four Salmonella Pathogenicity Islands: 
SPI-1, SPI-2, SPI-3 and SPI-4. For easy of comparison, the genome average G+C content 
and gene density of Salmonella is 52.09% and 0.913 genes/kb respectively. 

SPISPISPISPI    SIZESIZESIZESIZE    G+C%G+C%G+C%G+C%    DRsDRsDRsDRs    IntegraseIntegraseIntegraseIntegrase    RNARNARNARNA    
Gene Gene Gene Gene 

DensityDensityDensityDensity    
MosaicMosaicMosaicMosaic    

Virulence Virulence Virulence Virulence 
propertiespropertiespropertiesproperties    

Functional Functional Functional Functional 
modulemodulemodulemodule    

SPI1 39773 45.9 - - - 1.058 No 
Invasion of 
epithelial cells 

T3SS 

SPI2 39740 47.18 - - tRNAVal 1.006 Yes 
Intracellular 
proliferation 

T3SS 

SPI3 17348 47.09 - - tRNASelC 0.81 Yes 
Intramacrophage 
survival 

T5SS 

SPI4 24672 44.35 - - - 0.28 No 
Intramacrophage 
survival 

T1SS 

 

SPI-1 products are essential for the internalization of Salmonella 

into epithelial cells, through a cascade of events that include the 
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rearrangement of the actin cytoskeleton, membrane ruffling and signal 

transduction interference (Patel and Galan, 2005). Those host responses 

are initiated by effector proteins secreted via a T3SS (known as Inv-Spa) 

present on SPI-1 (Figure 1.13); some effector proteins (e.g. sopB and sopE) 

are encoded on other genomic regions (SPI-5 and an integrated 

bacteriophage respectively) within the Salmonella chromosome (Hardt et 

al., 1998; Wood et al., 1998).  

 

 

The expression of SPI-1 products is under the regulation of the 

PhoP-PhoQ two component system (Groisman, 2001) via the 

transcriptional down-regulation of SPI-1 master regulator HilA (Bajaj et 

al., 1996). SPI-1 represents a very old HGT event in the evolution of 

E. coli MG1655  

S. flexneri 2a 301  

E. coli CFT073  

E. coli EDL933  

Bongori 12419 

Arizonae RSK2980 

Typhi CT18 

Typhi TY2 

Paratyphi A SARB42 

Typhimurium SL1344 

Typhimurium DT104 

Typhimurium LT2 

Enteritidis PT4 

Gallinarum 287/91 

SPI2 (3’) 

SPI4 

SPI1 

SPI3 (5’) 

SPI2 (5’) 

SPI3 (3’) 

 

 

 

 

 

 

 

 

 

 

Figure 1.12: Phylogenetic distribution of four Salmonella Pathogenicity Islands: SPI-1, 
SPI-2, SPI-3 and SPI-4 in the Salmonella lineage. The cladogram shows the phylogenetic 
relationship between 11 Salmonella strains and four outgroups (E. coli MG1655, S. 
flexneri 2a 301, E. coli CFT073 and E. coli EDL933) ignoring branch length. 

Paratyphi A AKU_12601 
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salmonellaea, acquired at the bottom of the Salmonella lineage (Ochman 

and Groisman, 1996), very close to its divergence time from its sister 

lineage E. coli approximately 100-140 Myr ago (Figure 1.12) (Doolittle et 

al., 1996; Ochman and Wilson, 1987). Although two pseudogenes with 

transposase domains exist at the 5’ end of SPI-1, the mobilization 

mechanism of SPI-1 remains unknown; however partial deletions of the 

SPI-1 locus have been observed in environmental Salmonella serovars 

(Ginocchio et al., 1997). 

 

SPI-2 carries 32 CDSs that encode a T3SS (known as Spi-Ssa) 

apparatus, effector proteins, chaperones and a two-component regulatory 

system (Figure 1.14) (Hensel et al., 1997; Hensel et al., 1998; Worley et al., 

2000); the latter, known as SsrAB, controls the expression of SPI-2 in 

response to at least two environmental stimuli (pH and inorganic 

phosphate) (Lober et al., 2006). A chromosomal region in the Y. pestis 

genome shows sequence and gene order similarity to the T3SS of SPI-2 

(Parkhill et al., 2001). Moreover the T3SS of SPI-2 is also very similar to 

the T3SS encoded on the LEE island (Kaper and Hacker, 1999). Although 

SPI-1 is essential for cell invasion, the components of the SPI-2 locus are 

Figure 1.13: Gene content of SPI-1. Colour scheme: Grey; iron transport, red; regulation, 
yellow; Type III Secretion System, green; secreted proteins-effectors and chaperones, 
light pink; transposase, light blue; serine/threonine phosphatase, and white; 
hypothetical. At the top of the figure the G+C% content is shown with a window size of 
1kb. 
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important for the intracellular proliferation of Salmonella within the 

Salmonella containing vacuole (SCV) by means of the T3SS effectors that 

affect the vesicular trafficking within the host cell by preventing the 

action of phagocyte oxidase and nitric oxide synthetase (Chakravortty et 

al., 2002; Kuhle et al., 2006; Uchiya et al., 1999; Vazquez-Torres et al., 

2000). 

 

 

SPI-2 is a mosaic PAI of at least two independent acquisitions, 

which occurred at distinct times throughout the evolution of salmonellae 

(Hensel et al., 1999; Vernikos et al., 2007). The first part (~25kb) of SPI-2 

that includes the components of the T3SS and the two-component 

regulatory system is present only in S. enterica species while the second 

part (~14kb) of SPI-2 (towards the 3’ end) encoding for a tetrathionate 

reductase gene cluster (ttr) (Hensel et al., 1999) represents a much older 

insertion present  both in S. bongori and S. enterica species (Figure 1.12). 

The mosaic nature of SPI-2 is also evident from its % G+C content; the 

recent insertion has a G+C content of 44%, while the older one (ttr operon) 

Figure 1.14:    Gene content of SPI-2. Colour scheme: Grey; chaperones, red; secreted 
proteins-effectors, yellow; Type III Secretion System, green; tetrathionate reductase 
operon, dark blue; tRNA, light blue; two-component response regulator, and white; 
hypothetical. At the top of the figure the G+C% content is shown with a window size of 
1kb. 
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has a G+C content much closer to the genome average G+C ( 52.8% and 

52.1% respectively) (Figure 1.14). 

 

 

SPI-3 is another example of a mosaic PAI that is the result of more 

than one independent acquisition (Blanc-Potard et al., 1999; Vernikos et 

al., 2007). The first part of SPI-3 carries the mgtCB operon, a high-affinity 

magnesium transport system that is essential for the intramacrophage 

survival of Salmonella in the low Mg2+ environment of the phagosome 

(Snavely et al., 1991) and a set of two CDSs of unknown function. This 

first part (~6kb) of SPI-3 represents an old insertion present at the bottom 

of Salmonella lineage (S. bongori and S. enterica species) (Figure 1.12) 

with an average G+C content of 50.3%.  

The second, low G+C (45.6%) part (~11kb) of SPI-3 carries 10 CDSs 

encoding a putative transcriptional regulator (marT), a T5SS (misL; T5SS 

are also known as autotransporters (Henderson et al., 1998)), two 

transposases, a putative exported protein (fidL) and five CDSs of unknown 

function (Figure 1.15); both marT and misL are pseudogenes in Typhi 

CT18. The second part of SPI-3 is a more recent HGT event present in S. 

enterica species but absent from S. bongori and S. arizonae (Figure 1.12). 

Figure 1.15:    Gene content of SPI-3. Colour scheme: Red; autotransporter/T5SS, yellow; 
magnesium transport, dark blue; tRNA, light blue; transcriptional regulator, white; 
hypothetical, and light pink; transposase. At the top of the figure the G+C% content is 
shown with a window size of 1kb. 
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The mechanism of mobilization of SPI-3 remains unknown as although it 

is inserted in the proximity of a tRNA locus, it lacks an identifiable 

integrase and repeats flanking its boundaries. 

SPI-4 is an exceptional SPI in that it shows sequence composition-

based but not phylogenetic mosaicism (Figure 1.16). The first  (~9kb) 5’ 

part of SPI-4 has an average G+C content of 38% while the middle (~7kb) 

and the 3’ part (~9kb) of SPI-3 have a G+C content of 54% and 44% 

respectively. In terms of gene content, SPI-4 encodes a putative T1SS, a 

fairly simple secretion apparatus (consisting of an ABC transporter, a 

periplasmic protein and an outer membrane protein) that is important for 

intramacrophage survival (Wong et al., 1998).  

 

 

A large repetitive protein (SiiE) that is the putative substrate of the 

T1SS present on SPI-4 is a very large nonfimbrial adhesin that binds to 

the surface of the epithelial cells (Gerlach et al., 2007). The expression of 

SPI-4 that mediates adhesion and SPI-1 that mediates invasion in the 

epithelial cells seem to be co-regulated (Gerlach et al., 2007) by the 

invasion response regulator (sirA) (Ahmer et al., 1999), illustrating the 

fine-tuning, “cross-talk” of mobile elements. In terms of structure SPI-4 

lacks most of the classical GI-related structures including mobility genes, 

Figure 1.16: Gene content of SPI-4. Colour scheme: Red; Type I Secretion System, yellow; 
putative exported protein, and white; hypothetical. At the top of the figure the G+C% 
content is shown with a window size of 1kb. 
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repeats and tRNA and represents a very early HGT event in the evolution 

of salmonellaea present at the bottom of the Salmonella lineage (Figure 

1.12). 

1.2.101.2.101.2.101.2.10 Metabolic Island Metabolic Island Metabolic Island Metabolic Island     

The B. cenocepacia island (cci), is an unusual GI that shows distinct 

functional mosaicism, encoding both metabolic and pathogenicity-related 

components (Figure 1.17) (Baldwin et al., 2004). cci is a 44kb, low G+C 

content (62%, genome average 67.3%) island that encodes 50 CDSs and 

shows overall significantly higher gene density than the rest of the B. 

cenocepacia chromosome (1.13 and 0.872 respectively); cci is flanked by a 

set of 17bp DRs on each side. 

 The B. cepacia epidemic strain marker (BCESM), a 1.4kb DNA 

sequence that encodes a putative transcriptional regulator (esmR) 

(Mahenthiralingam et al., 1997) is part of the cci element. BCESM 

constitutes an epidemiological marker characterizing virulent B. 

cenocepacia isolates that infect individuals with cystic fibrosis. 

In terms of gene content there are at least seven functional classes 

of CDSs present on cci. At the 5’ end of cci, there is a cluster of eight CDSs 

encoding products involved in arsenic and antibiotic resistance (Figure 

1.17). Further to the right of this locus there is a region carrying an N-acyl 

homoserine lactone (AHL) synthase gene and its transcriptional regulator 

(autoinducer synthesis loci) and a cluster of CDSs with sequence similarity 

to fatty acid biosynthesis components and a set of three transposases. 

Four putative transcriptional regulators, including the esmR gene are 

located downstream of this region. The remaining half of cci carries eight 

CDSs encoding products involved in amino acid metabolism and transport, 

eight conserved hypothetical CDSs of unknown function and a cluster of 

stress response CDSs. 

Clearly, the cci element represents indeed a functional mosaic; the 

autoinducer synthesis locus is associated with quorum sensing and has 

been shown to be involved in the pathogenicity related phenotypic 
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properties of B. cenocepacia (Lewenza et al., 1999; Sokol et al., 2003), 

while at the same time components involved on a wide range of metabolic 

properties including amino acid and fatty acid biosynthesis are also 

present. This observation along with the overall analysis of mobile 

elements discussed in this section raises an issue of how to develop a 

reliable classification system of GIs; not only do compositional, 

phylogenetic and structural-based classification systems collapse due to 

the extensive mosaicism of GIs, but also functional-based systems fail to 

provide a universally applicable classification model. 

 

 

1.31.31.31.3 IIIIn silicon silicon silicon silico    prediction of GIsprediction of GIsprediction of GIsprediction of GIs    

This section reviews some of the current methodologies for the 

computational prediction of GIs discussing the limitations and advantages 

of each method. 

 At the time of insertion, horizontally acquired DNA reflects mainly 

the sequence composition of its donor. Over time this horizontally acquired 

DNA converges towards the sequence composition of its new host and 

eventually becomes compositionally indistinguishable from the backbone 

of the host genome, a time dependent process known as amelioration 

Figure 1.17: Gene content of cci. Colour scheme: Red; arsenic and antibiotic resistance, 
yellow; amino acid metabolism, light blue; transcriptional regulator, white; stress-
response, light pink; transposase, green; fatty acid biosynthesis, grey; autoinducer 
synthesis, cyan; putative sulphate transporter, and orange; conserved hypothetical. 
The 17bp DRs flanking the cci element are shown as black-coloured features. At the 
top of the figure the G+C% content is shown with a window size of 1kb. 
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(Lawrence and Ochman, 1997). Consequently recent HGT events are, in 

theory, easier to predict, by means of compositional analysis, compared to 

older insertions. However several exceptions apply; if the sequence 

composition of the donor genome is very close to the acceptor then even in 

the case of very recent HGT events, their prediction will be non-trivial. 

Conversely, core components of the host genome that are not horizontally 

acquired but deviate compositionally due to specific well-preserved 

functional constraints (e.g. the rRNA genes) can be falsely predicted as 

HGT events (Vernikos and Parkhill, 2006; Vernikos et al., 2007). 

 Based on this principle, i.e. the majority of horizontally acquired 

DNA sequences are likely to deviate from the host backbone composition, 

several indices have been exploited to capture compositional biases (Table 

1.3). These indices can lead to the identification of GIs; however, for the 

prediction of PAIs further analysis is required to investigate the 

contribution of these elements to virulence. 

Often combination of more than one index can be used for a more 

efficient identification of “alien” regions. For example Lawrence and 

Ochman (Lawrence and Ochman, 1997) and Karlin et al. (Karlin et al., 

1998) utilized the codon bias and the codon adaptation index (CAI) (Sharp 

and Li, 1987) to identify atypical regions. For a native gene with atypical 

G+C content resulting from selection over preferred codons, both the chi-

square (codon bias) and CAI values will be high. On the other hand, for a 

highly biased “alien” gene, the chi-square value will be high but the CAI 

value will be low, given that it is biased but not in a host-specific manner 

resulting in the well-known “rabbit-like” codon bias-CAI plot (Figure 1.18). 

In a similar multi-index approach, Karlin (Karlin, 2001) applied the 

% G+C content, dinucleotide frequency difference, codon and amino acid 

bias to detect alien gene clusters. Most of these indices cause overlapping 

peaks predicting the same atypical regions; however, there are cases in 

which one or more indices might perform poorly in the detection of 

compositionally deviating regions, depending on the level of compositional 

bias (see Figure 1c therein). 
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Yoon et al. (Yoon et al., 2005) combined sequence similarities and 

composition abnormalities to predict PAIs rather than GIs in general.     

 

Table 1.3: Commonly used indices for the identification of regions with atypical 
composition. 

IndicesIndicesIndicesIndices    DescriptionDescriptionDescriptionDescription    

Codon Adaptation Index Codon Adaptation Index Codon Adaptation Index Codon Adaptation Index 
(CAI) (CAI) (CAI) (CAI) (Sharp and Li, 
1987) 

A measure of the relative adaptiveness of the codon usage of a gene towards the 
codon usage of highly expressed genes. 

Frequency of Optimal Frequency of Optimal Frequency of Optimal Frequency of Optimal 
codons (Fop) codons (Fop) codons (Fop) codons (Fop) (Ikemura, 
1981)  

The ratio of optimal codons to synonymous codons. 

Codon Bias Index (CBI) Codon Bias Index (CBI) Codon Bias Index (CBI) Codon Bias Index (CBI) 
(Bennetzen and Hall, 
1982) 

A measure of directional codon bias; it measures the extent to which a gene 
uses a subset of optimal codons. 

Effective number of Effective number of Effective number of Effective number of 
codons (NC) codons (NC) codons (NC) codons (NC) (Wright, 
1990)     

This index quantifies how far the codon usage of a gene departs from equal 
usage of synonymous codons. A gene utilizing only one codon per aa has the 
strongest bias and the minimum index value, 20; a gene using all codons 
equally has a value of 61. 

GC contentGC contentGC contentGC content Measures the frequency of guanine or cytosine. 

GCGCGCGC1 1 1 1 and GCand GCand GCand GC3333 content content content content These indices measure the frequency of guanine or cytosine in the 1st and 3rd 
codon position respectively. 

δδδδ* difference * difference * difference * difference (Karlin, 
1998)        

Is the average absolute dinucleotide relative abundance difference. 
Dinucleotide relative abundance values are calculated as the dinucleotide 
frequency normalized over the product of the frequencies of the two 
mononucleotides of the given dinucleotide. 

Codon usage contrasts    Codon usage contrasts    Codon usage contrasts    Codon usage contrasts        
(Karlin, 2001; Karlin and 
Mrazek, 2000) 

Compares codon biases of the gene set of each window to the average gene 
codon usages. 

Amino acid contrasts Amino acid contrasts Amino acid contrasts Amino acid contrasts 
(Karlin, 2001) 

Compares amino acid biases of proteins in each window relative to the average 
proteome amino acid frequencies. 

High order motifs High order motifs High order motifs High order motifs 
(Sandberg et al., 2001; 
Tsirigos and Rigoutsos, 
2005)    

Compares the frequency of words W of size n of a sliding window against the 
corresponding ones of the genome e.g. for words of size n=8 , the total number 
of different words is 48 (= 65,536). 

Translational efficieTranslational efficieTranslational efficieTranslational efficiency ncy ncy ncy 
(P2) (P2) (P2) (P2) (Gouy and Gautier, 
1982)        

This index describes the proportion of codons conforming to the intermediate 
strength of codon-anticodon interaction energy rule of Grosjean and Fiers. For 
a gene with uniform codon usage P2 = 0.5. 

Intrinsic codon bias index Intrinsic codon bias index Intrinsic codon bias index Intrinsic codon bias index 
(ICDI) (ICDI) (ICDI) (ICDI) (Freire-Picos et al., 
1994)        

An index to estimate codon bias of genes from species in which optimal codons 
are unknown. Its correlation with other index values, like CBI or NC, is high. 

Scaled ChiScaled ChiScaled ChiScaled Chi----square square square square 
(Shields and Sharp, 1987)        

This index measures the degree of bias due to a non uniform use of synonymous 
codons of a gene, using uniform synonymous codon usage as the expectation. 
These values are scaled by division by the number of codons in the gene. 

 

 

They utilized BLAST (Altschul et al., 1997) and BLAT (Kent, 2002) to 

identify homologues of known PAIs in a given genome, and G+C% content 

and codon usage bias to identify compositional deviating regions from the 

genome backbone. Overlapping (atypical composition and PAI homologs) 
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regions were reported as candidate PAIs. Although this approach goes one 

step ahead, predicting PAIs instead of GIs it is restricted to predict PAIs 

that have similar gene content to previously identified ones, thus it is 

unsuitable for the prediction of novel PAIs. A very comprehensive web 

resource of PAIs, utilizing this methodology is available at  

http://www.gem.re.kr/paidb/ (Pathogenicity Island Database – PAI DB) 

(Yoon et al., 2007). 

 

 

Garcia-Vallve et al. (Garcia-Vallve et al., 2003) developed a 

statistical method for the prediction of horizontally transferred genes, 

using the G+C% content, codon usage, amino acid usage, and gene position 

analysis; a web resource (HGT-DB) implementing this methodology is 

accessible through http://www.tinet.org/~debb/HGT/. It is a useful 

Figure 1.18: The codon bias (relative to the gene average codon usage) of the genes 
(>300bp) present in S. typhi CT18 is plotted against their codon adaptation index 
(CAI) value; CAI values have been calculated using the reference set of highly 
expressed genes, proposed by Sharp and Li (Sharp and Li, 1986), using the genome of 
E. coli. 
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database of HGT events however there is no user-defined option for 

uploading the sequence of interest thus it is restricted to the genome 

collection, updated by the authors. Moreover this approach relies on gene 

finding methods as it utilizes sliding window over genes and not over raw 

genomic sequence, consequently it depends on existing annotation. 

Methods for the prediction of HGT events are normally expected to 

precede the annotation procedure, aiding/supporting the annotation 

pipelines, rather than extending pre-existing annotation. 

Mantri et al. (Mantri and Williams, 2004) developed an algorithm, 

Islander, exploiting the principle that islands tend to be preferentially 

integrated within RNA loci. Islander produces a list of tRNA and tmRNA 

genes and uses each as a query for a BLAST search. Although it is an 

innovating approach, in terms of independence from compositional indices, 

it is restricted only to very well-structured islands; for example candidate 

islands that do not contain an integrase gene or are longer than 200kb or 

the integration site is not a tRNA locus are rejected. Islander is accessible 

at http://kementari.bioinformatics.vt.edu/cgi-bin/islander.cgi. 

IslandPath (Hsiao et al., 2003) is another web-based suite 

(http://www.pathogenomics.sfu.ca/islandpath/) for the prediction of GIs 

utilizing the G+C% content,  dinucleotide bias, RNA and mobility (e.g. 

integrase, transposase) gene information but it depends mainly on other 

resources and requires manual intervention. For example, RNA location 

information is obtained from NCBI (http://www.ncbi.nlm.nih.gov/), 

mobility genes are identified by keyword scanning against NCBI and 

supplemented with COG (Tatusov et al., 2001) classification information 

and the overall methodology is reliant on gene-finding methods. 

Tsirigos and Rigoutsos (Tsirigos and Rigoutsos, 2005; Tsirigos and 

Rigoutsos, 2005) and Sandberg et al. (Sandberg et al., 2001) utilized 

higher-order nucleotide sequences (motifs) to overcome the weak 

discrimination power of di- and trinucleotide models. Both studies provide 

data in favour of the higher order motifs, with the optimal template size to 

be 8-9 nucleotides (nt). Tsirigos et al. used sliding window over genes 
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(reliant on gene prediction) while Sandberg et al. used windows over raw 

genomic sequence. Moreover Tsirigos et al., in order to evaluate the 

performance of their method, simulated HGT events inserting genes from 

a gene pool into several genomes. This kind of approach however does not 

take into account the amelioration process that takes place over time on 

horizontally transferred genes; thus it is rather focused on recently 

integrated genes. The results of this analysis are accessible at 

http://cbcsrv.watson.ibm.com/HGT/. 

A score-based identification of GIs (SIGI) is another methodology for 

the in silico prediction of GIs and their putative origin, utilizing a codon 

frequency-based approach (Merkl, 2004). A single-gene sliding window is 

implemented to search a query genome and the codon usage of each gene 

is compared to a non-redundant set of 400 codon usage tables representing 

different microbial species; clusters of consecutive genes that deviate from 

the genome average codon usage are determined as putative GIs and the 

species with the closest codon usage is inferred to be the most likely donor 

of those putative GIs. SIGI represents a novel approach for the prediction 

of GIs that reports also the putative source of horizontally acquired genes; 

however it is dependent on gene finding methods, is restricted to a 

collection of microbial genomes updated by the authors (no user-defined 

sequence uploading option) and utilizes only the codon usage bias to detect 

atypical regions. The results of this analysis are accessible at 

http://www.g2l.bio.uni-goettingen.de/software/sigi/sigi.htm.  

MobilomeFINDER (http://mml.sjtu.edu.cn/MobilomeFINDER) is an 

interactive web suite for the prediction of GIs or mobile elements 

(mobilome) in general (Ou et al., 2007). MobilomeFINDER’s novelty relies 

on the fact that the actual prediction of GIs is based on a multi-factorial 

methodology exploiting comparative, composition and structural-based 

approaches integrating not only in silico but also experimental data 

making it applicable both on fully sequenced but also on unsequenced 

query strains. The limitation of such comparative-based methodologies 
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however relies on the fact that for newly sequenced genomes without 

identified close relatives the prediction of GIs is not possible. 

In the first introductory part of this thesis, I have given a broad 

overview of various aspects related to HGT, the biological interest behind 

the study of such DNA exchanges and their impact in driving bacterial 

evolution; I have also discussed the GI structural definition, its 

limitations, and I have described several representative examples of GIs 

showing the extreme compositional, functional and structural variation of 

those mobile elements. These discussions have the aim of addressing the 

problem at hand and the focus of this thesis: How do we reliably predict 

and model GI structures in microbial genomes using in silico methods 

given their extreme mosaic nature? In the following chapters of this thesis 

I will focus mainly on three different, novel approaches for the prediction 

of GIs; a compositional, a comparative and a structural-based 

methodology, discussing their advantages and limitations. 



Chapter 2Chapter 2Chapter 2Chapter 2     

Alien_Hunter algorithmAlien_Hunter algorithmAlien_Hunter algorithmAlien_Hunter algorithm    

2.12.12.12.1 IntroductionIntroductionIntroductionIntroduction    

There is a growing literature on the detection of Horizontal Gene Transfer 

(HGT) events by means of compositional-based, non-comparative methods 

(Garcia-Vallve et al., 2003; Hsiao et al., 2003; Karlin, 2001; Lio and 

Vannucci, 2000; Merkl, 2004; Sandberg et al., 2001; Tsirigos and 

Rigoutsos, 2005). Such approaches rely only on sequence information and 

utilize different low (e.g. G+C% content) or high order (e.g. 8mers) indices 

to capture deviation from the genome backbone composition. The 

superiority of high order over lower order indices, in detecting local 

compositional bias, has been shown previously (Sandberg et al., 2001; 

Tsirigos and Rigoutsos, 2005). 

More specifically Tsirigos et al. (Tsirigos and Rigoutsos, 2005) 

simulated HGT events by inserting (in silico) genes from a gene pool into a 

query genome and analyzed the sensitivity of increasing order indices in 

predicting the simulated, manually inserted genes. Overall, using low 

order indices (e.g. single-nucleotides or di-nucleotides), 40-55% of the 

manually inserted genes were correctly predicted as HGT events, whereas 

higher order indices e.g. 8mers showed overall a much higher sensitivity, 

predicting correctly 50-65% of those genes, depending on the number of 

simulated HGT events. Another example showing the increased sensitivity 

of high order indices is shown in Figure 2.1; two compositionally very 

similar sequences (seq1 and seq2) can only be predicted as compositionally 

distinct, if indices of order two (i.e. tri-nucleotides) or higher are exploited, 

while zero or first order compositional analysis predicts those two 

sequences to be compositionally identical. However, given the increased 

dimensionality of the compositional alphabet, in a fixed-order based 

implementation of compositional distributions even high order indices may 

actually be poor estimators of the local sequence composition; this is likely 
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to be the case when insufficient information is available, e.g. in short 

sequence samples or sliding windows, or when local, low-order 

compositional biases exist (Figure 2.2). Consequently methods exploiting 

multiple, different order indices can be more powerful in detecting 

compositional biases at various levels (Karlin, 2001). 

 

 

In this chapter I describe a novel algorithm for the prediction of 

putative horizontally transferred regions by means of variable order 

compositional distributions with the aim of overcoming the limitations of 

fixed-order compositional approaches and exploiting the advantages of 

both low order (small-alphabet) and high order (increased sensitivity) 

compositional indices. This approach does not require pre-existing 

annotation (e.g. gene prediction), and can therefore be applied directly to 

newly sequenced genomes and used as a supplementary tool in the 

seq1: GCCGCCCCCGCGCGCG 

seq2: GCCGCCCGCCGCGCCG 
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Figure 2.1:    An example of two different sequences (seq1 and seq2) and the 
discrimination efficiency of increasing order indices. Only second (or higher) order 
indices can discriminate the two sequences as compositionally distinct. 
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annotation pipelines. Moreover I discuss the application of two different 

methods for determining a genome-specific score threshold, as well as the 

implementation of region specific two-state, second-order Hidden Markov 

Models (HMMs) to optimize the localization of the boundaries of the 

predicted regions. Finally I describe the pipeline followed to obtain a test 

dataset of manually curated putative horizontally transferred regions, the 

performance benchmarking against other, existing methods and the 

biological significance of the in silico predictions. 

 

2.22.22.22.2 MethodsMethodsMethodsMethods    

2.2.12.2.12.2.12.2.1 Interpolated Variable Order MotifsInterpolated Variable Order MotifsInterpolated Variable Order MotifsInterpolated Variable Order Motifs    

Usage of low order compositional indices may not provide sufficient 

discrimination of regions with atypical high order (e.g. 6mers) 

composition. The total number of all different possible motifs (or indices) 

increases exponentially with the size k of the motifs. For k-mers of size k 

Figure 2.2: Pseudomonas aeruginosa PAO1 genome. The G+C% content and the di-
nucleotide signature δ* (Karlin, 2001) have been plotted genome-wide, with a window 
size of 50kb. A region carrying CDSs encoding products involved in the 
lipopolysaccharide (LPS) biosynthesis is shown as a red coloured feature. The LPS 
region deviates from the backbone composition mainly due to low order compositional 
bias (enriched in Adenine and Thymine); a compositional bias not captured by higher 
order indices e.g. di-nucleotides. 
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(e.g. k=6) there are 4k (e.g. 4096) different possible k-mers (parameters). 

Consequently, because a much higher number of parameters are exploited,  

utilizing high order motifs is more likely to capture deviation from the 

genome background compositional distribution, as long as there is enough 

data to produce reliable probability estimates. However for high order 

motifs in short or biased sequences, a significant amount of data is likely 

to be missing. For example, using 8mers in a sliding window of 5kb, 

approximately 60,000 out of 65,536 (48) different possible 8mers will have 

an observed frequency of zero. Even for 8mers of non-zero frequency the 

information may not be enough to provide reliable estimates of the local 

sequence composition of a region, e.g. most 8mers will be present only once 

in a 5kb window.  

An Interpolated Variable Order Motif (IVOM) approach (Vernikos 

and Parkhill, 2006) overcomes this problem, implementing variable order 

k-mers, "preferring" information derived from high order motifs, but when 

this information is insufficient, relying more on lower order motifs. Let B 

be the DNA alphabet, defined as: B = {a, t, g, c}. In an IVOM approach all 

k-mers with 1 ≤ k ≤ 8 are exploited. Each k-mer can be seen as a linear 

combination of its component lower order motifs including itself. In a first 

step, for each k-mer mk in the sequence S, its observed frequency ( )
k
mP S is 

calculated as follows: 

 

( )
( )

- 1
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k

m
m

A S
P S

N k
=

+
                                                                                (2.1) 

where ( )
k
mA S  is the number of occurrences of mk in the sequence S and N 

is the size of S. Generally a high order motif occurs less frequently (small 

number of occurrences) in a sequence compared to motifs of lower order, 

given that the total number of all different possible motifs is higher (larger 

alphabet) in the first case. In order to use in combination the different 

order k-mers, both the difference in the number of occurrences and in the 

total number of different possible k-mers have to be taken into account. 
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For each m8 a weight is calculated for all (1 ≤ k ≤ 8) its interpolated k-

mers, including itself, as follows: 
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where 
8m

km  denotes the interpolated k-mer mk starting at position 8-k+1 

and ending at position 8 in m8;|B|k denotes the total number of all 

different possible motifs of size k. In this framework a high and a low 

order motif have equal chances of producing bias given that both number 

of counts and dimensionality have been taken into account. For example, 

for a given 8mer if the number of occurrences of the corresponding 

interpolated 3mer (|B|3 = 64) and 5mer (|B|5 = 1,024) is 128 and 8 

respectively, an IVOM approach treats the two k-mers as equally reliable 

estimates (64 x 128 = 1,024 x 8) of the local sequence composition of a 

region. Having computed the weights for each k-mer, in a second step the 

IVOM frequency for each 8mer m8, as well as all its interpolated k-mers 

8m

km , in the sequence S is calculated as follows: 

8 8 8 8
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The IVOM frequency of each interpolated k-mer is calculated step-wise, 

starting with the shortest interpolated k-mer (i.e. 1mer) and progressively 

moving towards longer k-mers all the way up to the 8mer itself. Using the 

above equation, it is possible for the observed frequencies of all the 

interpolated motifs to be combined linearly in such a way that if high 

order motifs are reliable (sufficient counts) estimates of the local sequence 

composition, then the corresponding weight will be high enough for the 

contribution of the lower motifs to be ignored and vice versa.  

A similar equation is implemented by Salzberg (Salzberg et al., 

1998) in GLIMMER, a widely used gene prediction method. In GLIMMER 

however the above equation is used in a Markov model-based context i.e. 
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Interpolated Markov Models (IMMs). Moreover GLIMMER uses two 

different criteria in order to calculate the weight for each k-mer. The first 

is number of occurrences; if that number exceeds a pre-determined 

threshold value, then the weight is set to 1.0 (the default threshold value 

is 400). The second is a predictive value determined by a X2 test comparing 

the observed base frequencies with the IMM probabilities derived from the 

immediately shorter context. In the IVOM algorithm however through 

equation 2.2 the weight for each k-mer is determined on-the-fly directly 

from the underlying local compositional landscape avoiding the 

incorporation of arbitrary threshold values (Table 2.1). 

2.2.22.2.22.2.22.2.2 Relative entropyRelative entropyRelative entropyRelative entropy    

In order to predict putatively horizontally transferred regions in microbial 

genomes, it is assumed that each genome exhibits a reasonably constant 

(although exceptions may apply – e.g. the rRNA operon) background 

sequence composition that is the result of the same mutational pressure 

applied throughout its sequence. Consequently regions of “atypical” 

composition within a genome are likely to have been horizontally acquired 

from a donor genome of different composition.  

In order to detect compositionally deviating regions, a sliding 

window approach over raw genomic sequence is applied. In this framework 

the analysis of atypical regions can be applied both on annotated and 

newly sequenced genomes without any level of annotation (e.g. pre-

existing gene prediction). 

Obviously in a sliding window based approach, different window 

sizes and moving steps can be exploited. In order to converge over the 

optimal sliding window size L, I experimented on different L values, 

implementing a Receiver Operating Characteristic (ROC) curve analysis 

and the results (Appendix A) showed that the greatest Area Under the 

Curve (AUC), which is a measure of the accuracy of the classifier, for k-

mers of k ≤ 8 is achieved when the sliding window size and step is set to 

5kb and 2.5kb respectively. 
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Table 2.1: Example of two different 8mers, present in the sequence of Salmonella 
Pathogenicity Island (SPI)-7 inserted in the chromosome of Typhi CT18. The 
interpolated, variable order motifs of each 8mer are shown along with their 
observed frequency A, calculated based on the compositional analysis of SPI-7. 
The weight W of each interpolated k-mer has been also calculated. In the first 
8mer (GCCAGCGC), the interpolated k-mer with the highest compositional 
information is the 8mer itself whereas for the second 8mer (AAAACATG) the 
most informative interpolated k-mer is the di-nucleotide ‘TG’. 

8888mermermermer    Interpolated Interpolated Interpolated Interpolated kkkk----mermermermer AAAA    ||||BBBB||||kkkk    AAAA        x |x |x |x |BBBB||||kkkk WWWW    

GCCAGCGC 24 48 1572864 42.142.142.142.10000    

CCAGCGC 49 47 802816 21.51 

CAGCGC 116 46 475136 12.73 

AGCGC 238 45 243712 6.53 

GCGC 738 44 188928 5.06 

CGC 2452 43 156928 4.20 

GC 9784 42 156544 4.19 

GCCAGCGC 

C 33854 41 135416 3.63 

AAAACATG 1 48 65536 7.38 

AAACATG 6 47 98304 11.08 

AACATG 26 46 106496 12.00 

ACATG 81 45 82944 9.35 

CATG 474 44 121344 13.67 

ATG 2110 43 135040 15.21 

TG 9243 42 147888 16.6616.6616.6616.66    

AAAACATG    

G 32499 41 129996 14.65 

 

It should be noted that increasing the order of the utilized k-mers 

causes the optimal window size to increase too (Wu et al., 2005). The same 

authors concluded that for symmetric Kullback-Leibler discrepancy as a 

similarity measure and 2550 ≤ L ≤ 4950 the optimal word size k is 8, 

confirming the rationale behind the selection of a 5kb sliding window used 

in the current analysis. The step of the sliding window is set to 2.5kb; 

however, increasing the step size too much will increase the uncertainty 

about the real boundaries of the predicted “atypical” regions. This 

technical issue and how it can be handled efficiently will be discussed in 

the next section. Both for the sliding window w and the genome G a 

compositional vector, defined as: 
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8

8 8{IVOM( , ) | }S m m B= ∈8IVOM( , )
�����������������

S m               (2.4) 

is built. This vector extends over all (|B|8) the different possible 8mers m8 

in the sequence S. In order to compare the two vectors (of w and G) a 

distance similarity measure has to be applied. In the current methodology, 

the relative entropy (Kullback-Leibler – KL distance), defined as: 
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is implemented. The KL distance is a reasonable similarity measure in 

this case, since the task at hand is to compare two probability 

distributions; moreover KL is always non-negative and equals zero only if 

the two distributions are identical. Implementing equation 2.5, a sequence 

region of “atypical” composition will have high relative entropy while 

native-typical regions will have relative entropy close to zero 

(compositional distribution closer to the genome); it should be noted that 

the compositional vector of the genome IVOM(G,m8), extends over all 

8mers present in the genome sequence, including those of the current 

sliding window w. 

2.2.32.2.32.2.32.2.3 Score thresholdScore thresholdScore thresholdScore threshold    

Given that the current implementation of the Alien_Hunter algorithm is 

unsupervised, the very specific compositional landscape of different query, 

previously unseen genomic sequences will determine the exact value of the 

score threshold; above this threshold value, regions that deviate from the 

backbone composition of the query chromosome will be reported as 

putative horizontally acquired candidates. Consequently a pre-determined 

value of a score threshold, based on a supervised training on a test dataset 

is not applicable in the case of chromosomal compositional analysis, given 

that some chromosomes may consist of almost zero (Tamas et al., 2002) up 

to 24% of alien DNA (Nelson et al., 1999); moreover some bacterial 

chromosomes, that contain several HGT events, show a fairly constant 
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backbone composition (e.g. Salmonella) while other genomes (e.g. 

Staphylococcus) display a highly mosaic composition. 

Generally, for a typical microbial chromosome, the compositional 

distribution is a long-tail one of the form shown in Figure 2.3. The 

majority of the regions present in a bacterial genome will have a 

compositional distribution very close to the genome backbone composition 

(low IVOM score – blue coloured in Figure 2.3), a few will deviate (red 

colour) and very few will deviate strongly (green colour). A reasonable 

value for the score threshold is a value close to the point in the 

distribution where the transition from the “typical” (backbone – blue 

coloured) to the “atypical” (compositional deviating – red coloured) 

compositional score population occurs. 

There are different approaches for capturing dynamically the 

optimal score threshold for any given, previously unseen microbial 

chromosome. In the current implementation of Alien_Hunter, I exploit two 

different methods. The first relies on a derivative-based approach, similar 

to the one exploited by Tsirigos and Rigoutsos (Tsirigos and Rigoutsos, 

2005); in this approach, the transition, in the compositional score 

distribution f , from the “typical” to the “atypical “scores can be captured 

by calculating the derivative f’ of the distribution.  

Starting from the highest scoring regions moving (sliding window 

based) towards low-scoring ones, the point in the distribution, where the 

value of f’ (calculated through the current sliding window) starts to 

remain steady (after several iterations) represents a good score threshold 

value that discriminates compositional deviating from non-deviating 

regions within a chromosome; the score threshold can be dynamically 

determined on-the-fly for each query genome. However, this approach can 

be quite sensitive to data noise depending on the actual shape of the 

compositional distribution. Moreover a derivative-based threshold often 

over-predicts (i.e. very low threshold); for example in the distribution 

shown in Figure 2.3 the point in the score distribution where the 

derivative starts to remain steady results in a score threshold of 7.6 well 
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below the value of 13.2 where a much stronger transition from the 

“typical” to “atypical” scores occurs (see next paragraph). 

 

 

The second approach for determining dynamically the score 

threshold is based on the K-means clustering algorithm (MacQueen, 

1967). K-means clustering is a non-hierarchical, supervised method, given 

that the initial number K of clusters is fixed and determined prior to the 

learning process. In the current implementation, in order to model 

properly the three distinct compositional populations (backbone, atypical 

and very atypical) a K-means clustering with three different clusters is 

exploited. The pseudocode describing the K-means clustering 

implementation is shown below. 

 

 

Figure 2.3: An example of the compositional score distribution of E. coli MG1655 
chromosome. The IVOM score of all the sliding windows is plotted, sorted by increasing 
order. A three-colour scheme has been used to highlight the three distinct compositional 
populations, blue (backbone), red (intermediate compositional deviation), green (high 
compositional deviation). The dashed and solid, vertical grey line represents the score 
threshold determined by a derivative based (T=7.6) and a K-means clustering method 
(T=13.2), respectively. The derivative of the score distribution is plotted in the inset, 
with an arrow highlighting the value of the derivative used to determine the score 
threshold. 
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Algorithm:Algorithm:Algorithm:Algorithm: K-means clustering. 

C: number of re-initializations. 

F: objective function. 

i = 1. 

1.1.1.1. Determine the number of clusters, K = 3. 

2.2.2.2. Initialize the value of the 3 centroids. 

3.3.3.3. Assign each point to the cluster with the nearest centroid value. 

4.4.4.4. When all points have been assigned to one of the 3 clusters, update the new centroid 

values. 

5.5.5.5. Re-iterate steps 3 and 4 until the 3 centroids do not change; 

convergence criteria: Last_Fi –Current_Fi < 0.1. 

6.6.6.6. IfIfIfIf i < C dodododo 

  ifififif Fi > Fi_max then Fi_max = Fi 

  i++ 

  ggggotootootooto step 2 re-initializing the 3 centroids with different values. 

7.7.7.7. Set the score threshold to the value where the transition from cluster 1 → 2 occurs, 

for the iteration with Fi_max. 

endendendend    

 

Although the K-means clustering algorithm always converges, the 

final clustering strongly depends on the values used to initialize the 

centroids of the three clusters. For those reasons different starting points 

are used to initialize the centroids and the iteration with the maximum 

(i.e. the one that separates the three clusters the most) objective function 

value is used to determine the score threshold. Through steps 1-5, the 

algorithm is trying to minimize the following objective function: 
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where, K is the number of clusters (i.e. 3), n the total number of sliding 

windows, xi the IVOM score of each sliding window and cj the centroid 

value. As the clustering algorithm proceeds, the value of the F function 

decreases and converges over a minimum value; at this stage the 

clustering terminates.  
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Table 2.2: Performance benchmarking of the Alien_Hunter 
algorithm implementing a derivative and a K-means clustering 
based algorithm to determine the score threshold (6.1 and 11.3 
respectively) for the genome of Typhi CT18. 

 

 

 

 

 

 

Overall, the K-means clustering determines more accurately the 

optimal score threshold (Figure 2.3) and is less affected by the noise in the 

compositional data and the shape of the distribution. The accuracy of the 

Alien_Hunter algorithm, implementing the derivative-based and the K-

means clustering algorithm, was benchmarked using a manually curated 

(see below) dataset of 1560 putative horizontally acquired genes in Typhi 

CT18 (Table 2.2); the data confirm the higher accuracy of the second 

method compared to the first one, although a derivative-based threshold 

results in an overall more sensitive method, capable of detecting older 

HGT events with composition very close to the genome backbone.  

2.2.42.2.42.2.42.2.4 ChangeChangeChangeChange----point detectionpoint detectionpoint detectionpoint detection    

As mentioned in section 2.2.2 the choice of the step for the sliding window 

approach is crucial, given that the window slides over raw genomic 

sequence (consequently the gene boundaries are unknown), decreasing the 

window step will increase the computation required, and increasing the 

window step will reduce the accuracy of the localization of the predicted 

“atypical” regions. For these reasons, upon the completion of the first 

round of the window-based prediction, a second-order, two-state HMM is 

implemented in a change-point detection framework. HMM is a statistical 

model widely used in speech and music recognition (Rabiner, 1989; 

Raphael, 1999) as well as in several bioinformatics tasks, e.g. gene 

prediction (Burge and Karlin, 1997). HMMs can be thought as finite state 

Performance metricPerformance metricPerformance metricPerformance metric    DerivativeDerivativeDerivativeDerivative    KKKK----meansmeansmeansmeans    

Specificity 0.653 0.746 

Sensitivity 0.649 0.511 

Accuracy 0.764 0.775 

Matthews correlation coefficient 0.473 0.473 
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machines in which each state emits symbols governed by an emission 

probability distribution over a given alphabet of allowed symbols; at each 

stage, the model can either stay in the same state, or make the transition 

to a new one, a process governed by a distribution of transition 

probabilities; both the emission and transition probability distributions 

are state-specific. 

HMMs can be described by two sequences (Durbin et al., 1998). The 

hidden state sequence π = (π1,…,πL) also known as the “path” and the 

observed sequence x = (x1,…,xL) which corresponds to the observed 

symbols; in our case the bases of a DNA sequence. In an n-th order HMM 

each base xi depends on the previous (xi-n,…, xi-1) bases as well as on the ith 

state πi in the path. In the current study, two states are exploited: the 

“native” (N) state that corresponds to regions of typical (i.e. close to the 

genome backbone) composition and the “alien” (A) state that models 

compositionally deviating, “atypical” regions. Under this framework, a 

change-point corresponds to switching from one state to the other; in the 

current implementation the aim is to infer the boundaries of the predicted 

regions, where a state transition occurs. This change-point will represent 

the new optimized boundary of each prediction, offering higher predictive 

accuracy in terms of boundary localization (see results section). In order to 

detect the point where the transition from the native to the alien state 

occurs and vice versa, the following approach is pursued. 

Each predicted “atypical” region is extended further upstream in 

order to incorporate sequence of typical composition. This hybrid sequence 

of one typical and one atypical subsequence, is used to train the HMM on-

the-fly (the same approach is also applied on the downstream boundary –

Figure 2.4). Implementing the Baum-Welch (BW) algorithm (Baum, 1972), 

the parameters (transition and emission probabilities) of the model are 

trained, in an iterative fashion until some convergence criteria are met. 

The BW algorithm is an Expectation Maximization (EM) technique that 

estimates transition and emission probabilities calculating the expected 

number of times each transition and emission is used, given the training 
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sequence; this is done iteratively, until convergence, by considering 

probable paths within the sequence exploiting each time the 

current/updated parameters of the model. However different starting 

parameter values strongly affect the local maxima which the BW will 

converge over. One straightforward solution to this problem is to start 

multiple times from different initial model parameters, an approach that 

is implemented in this analysis.  

 

 

 

 

 

 

 

 

 

Given that we do not know beforehand for how long the system 

remains in the native state before it makes the transition to the alien 

state (and vice versa for the downstream boundary) the algorithm starts 

with multiple starting points (prior expectations) over the transition 

probability: 

   

              (2.7) 

where αΝΑ denotes the transition probability from the native (N) to the 

alien (A) state; for each starting point, the model is trained using the BW 

algorithm until convergence.  

In a change-point detection framework with a single change-point, 

once the αΝΑ transition occurs, the model persists at the alien state until 

the end. For this reason only the αΝΑ transition probability is trained, 

while the transition probability from the alien to the native state is set to 

be zero (αAN = 0, un-trainable). For the emission probabilities, given that 

the composition of the native and the alien DNA sequence is not known a 
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Figure 2.4: Two side-specific HMMs trained for the left (HMML) 
and for the right (HMMR) boundary of each predicted GI. 
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priori, two trainable, uniform, second-order compositional distributions 

are exploited (Figure 2.5). 

In a second step for each starting point, upon BW training, the 

Viterbi algorithm (Viterbi, 1967) is implemented with the updated-trained 

parameters. The Viterbi algorithm is a dynamic programming algorithm 

widely used in inferring the most probable state path π* (in our case the 

most probable sequence of native/alien hidden states) given the 

observations (DNA bases) and the model parameters (emission and 

transition probabilities): 

Algorithm:Algorithm:Algorithm:Algorithm: Viterbi. 

1. Initialisation (i = 0):   v0 (0) =1, vN (0) = 0 for N > 0. 

2. Recursion (i =1...L):   vA (i) = eA(xi )maxN(vN(i −1)αNA);              (2.8) 

ptri(A) = argmaxN(vN(i −1)αNA). 

3. Termination:   P(x,π *) = maxN(vN(L)αN0); 

πL* = argmaxN(vN(L)αN0). 

4. Traceback (i = L...1):  πi−1* = ptri(πi*). 

          Source: (Durbin et al., 1998). 

 

Briefly a score vA(i) for each DNA base xi in the state A (with the 

previous base xi-1 being in state N ) is calculated (equation 2.8). The first 

part of this equation consists of the emission probability eA(xi) of xi in state 

A; the second part consists of the maximum value (over all values of N) of 

the product of the maximal score at the previous (i-1) base position and the 

transition probability from state N to A. The optimal path can be found by 

backtracking over an array of pointers (ptri (A)) that keep track, at each xi 

in state A, of the maximum score of the previous state thus revealing the 

most probable sequence of hidden states that gave “birth” to the observed 

sequence. 

In the Alien_Hunter algorithm, keeping track of the probability of 

the most probable path predicted by the Viterbi algorithm, the iteration 
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(over different starting points of αΝΑ) with the highest probable path, 

among all the most probable state paths, will be the one which best 

describes the data (the true transition point). An example is given in 

(Table 2.3) and the algorithm is summarized in the following pseudocode: 

Algorithm:Algorithm:Algorithm:Algorithm: Change-point detection. 

C: number of iterations 

Init: i = 1; 

α’ΝΑ: initial starting point for αΝΑ 

1.1.1.1. extend the predictions upstream and downstream 

2.2.2.2. set initial model: 

2.1. prior distribution for the emission probabilities: 

2.1.1. N state: trainable second order uniform (eN) distribution 

2.1.2. A state: trainable second order uniform (eA) distribution 

2.2. prior transition probabilities: 

2.2.1. αΝΑ = α’ΝΑ (multiple starting points - trainable) 

2.2.2. αΑN = 0 (untrainable) 

3.3.3.3. BW training until convergence: 

3.1. stopping criteria: LastScore - CurrentScore < 0.001 

3.2. updated-trained emission, transition probabilities 

4.4.4.4. Viterbi: most probable path π*, with score Si 

4.1.1. if if if if Si > Simax then Simax = Si  

5.5.5.5. ifififif i < C dodododo  

5.1.1. i++; 

5.1.2. new starting point α’ΝΑ 

5.1.3. gotogotogotogoto step 2 

6.6.6.6. report the path π* with Simax 

7.7.7.7. set predicted boundary = transition point in the path π* with Simax 

endendendend 

 

 

Table 2.3: An example of multiple starting points for the transition 
probability αΝΑ and the corresponding score of the most probable path π* 
predicted by the Viterbi algorithm for a test hybrid sequence. 

    

 

 

 

 

 

 

iterationiterationiterationiteration    score Sscore Sscore Sscore Siiii of path  of path  of path  of path ππππ****    priorpriorpriorprior over  over  over  over ααααΝΑΝΑΝΑΝΑ    changechangechangechange----point (bp)point (bp)point (bp)point (bp)    

1 -9643.868804 500-1 1720 

2 -9643.868873 1000-1 1720 

3 -9627.033373 2000-1 4870 

4 -9627.033077 2500-1 4870 

5 -9627.033131 3000-1 4870 
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In the example described in Table 2.3 the best model (highest scored π*) 

for estimating the position in the sequence where the transition from the 

N to the A state occurs, is the one in which the prior expectation over the 

αΝΑ value is 2500-1. In the first two starting points, the predicted change-

point occurs at 1720bp (starting from the 5’ end of the test hybrid 

sequence) whereas in the remaining cases the change-point is predicted at 

4870bp. In the current version of the Alien_Hunter software 

(http://www.sanger.ac.uk/Software/analysis/alien_hunter/) the BW and the 

Viterbi algorithms are implemented using the relevant Biojava libraries 

(http://www.biojava.org). 

 

 

2.2.52.2.52.2.52.2.5 Reciprocal FASTAReciprocal FASTAReciprocal FASTAReciprocal FASTA    

In order to evaluate the performance of Alien_Hunter, a test dataset of 

putative horizontally transferred genes was built. Previous approaches 

Figure 2.5: The architecture of the two-state (Native, Alien), second order HMM, used 
in a change-point detection framework. 
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(Azad and Lawrence, 2005; Tsirigos and Rigoutsos, 2005) involved 

simulation of HGT events by inserting genes from various donor genomes 

into the genome under study; such approaches simulate only very recent 

HGT events, thus they do not take into account the amelioration 

(Lawrence and Ochman, 1997) of horizontally acquired DNA, a time-

dependent process. For this reason I chose to build a test dataset of 

putative HGT events, based on real data. 

The genome of S. typhi CT18, a well-studied prokaryote in terms of 

HGT events, was used as the reference genome. S. typhimurium LT2 was 

selected as a sister lineage to Typhi while the genome of E. coli MG1655 

was chosen as an outgroup of Typhi and Typhimurium. The main idea is 

that genes that are present in all the three genomes form a set of core 

genes, while the rest of the genes represent either species or strain specific 

genes thus are considered putative candidates for HGT. The choice of two 

sister lineages and one outgroup increases the chances of capturing older 

HGT events, which otherwise might be indistinguishable; for example SPI-

1 and SPI-2 are species-specific, but not strain-specific islands. Moreover a 

comparative analysis between two sister taxa and one outgroup, enables a 

more reliable discrimination between gene loss and gene gain, two events 

that can equally explain a limited phylogenetic distribution of a gene, 

within a lineage. E. coli seems to form a good outgroup organism, given 

that the estimated divergence of E. coli and S. enterica from the common 

ancestor occurred approximately 100-140 Myr ago (Doolittle et al., 1996; 

Ochman and Wilson, 1987). In order to extract all the putative 

horizontally transferred genes in Typhi, the following approach was 

pursued. 

Each CDS (a) from the genome (A) was searched, with FASTA, 

against the CDSs of the other genome (B). If the top hit covered at least 

80% of the length of both sequences with at least 30% identity, a reciprocal 

FASTA search of the top hit sequence (b) was launched against the CDSs 

of the first genome. If the reciprocal top hit is the same as the original 

query CDS then (a) and (b) are considered orthologous genes of (A) and 
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(B). Genes that are unique in, or are orthologs between Typhi and 

Typhimurium but do not have an ortholog in E. coli form the initial 

dataset of putative HGT events. In a second step, in order to validate the 

results, a BLASTN and TBLASTX comparison between the three genomes 

was carried out, to check for a syntenic relationship among the putative 

orthologs and the results were visualized using ACT (Carver et al., 2005). 

It should be recognized that this procedure will also identify genes that 

have been uniquely deleted in E. coli as putative HGT events (see results 

section). 

2.32.32.32.3 ResultsResultsResultsResults            

2.3.12.3.12.3.12.3.1 Manually curated HGT datasetManually curated HGT datasetManually curated HGT datasetManually curated HGT dataset    

Implementing the reciprocal FASTA approach described above, four 

different groups of genes present in Typhi were identified: The first group 

involves 725 genes that are unique in Typhi. The second and third group 

includes orthologous genes between Typhi and E. coli (52) and Typhi and 

Typhimurium (903). In the last group are 2920 core genes that are shared 

between all the three genomes (Figure 2.6).  

 

 

Figure 2.6: Venn diagram illustrating the unique and the orthologous genes present in 
the genome of E. coli (ECO), S. typhi (STY) and S. typhimurium (STM). 
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Excluding the 2920 predicted core genes and the 52 Typhi and E. coli 

unique orthologs, the remaining gene set (1628 genes) forms the initial 

dataset of putatively horizontally transferred genes in Typhi. In a second 

step, the above dataset was manually curated for gene position consistency 

using ACT, and the initial number was reduced to 1560 manually curated 

putative horizontally transferred genes which form the basis of the 

analysis described in the following sections.  

It should be noted that this analysis yields a significantly high 

number of putative HGT events in the genome of Typhi CT18. The reliable 

estimation of true HGT events strongly depends on the evolutionary 

sample at hand; going well back in the evolutionary history of an organism 

offers more reliable detection of sequences that have been transferred 

horizontally from other sources. For example, some of the Salmonella 

lineage-specific genes might not necessarily represent HGT events (gene 

loss in E. coli). However this analysis provides a more reliable estimation 

of putative HGT events (taking into account the amelioration process), 

given that it is based on real data rather on simulated events. A more 

robust approach of discriminating putative gene gain from gene loss 

events will be described and discussed in chapter 3. 

2.3.22.3.22.3.22.3.2 Three novel SPIsThree novel SPIsThree novel SPIsThree novel SPIs    

Running the Alien_Hunter algorithm on the genome of Typhi CT18, all the 

previously annotated SPIs (SPI-1 to SPI-10) and bacteriophages were 

successfully predicted. Moreover this analysis revealed three novel 

putative SPIs, SPI-15, SPI-16 and SPI-17 (Table 2.4); SPI-11, 12 and SPI-

13, 14 have been previously described is other Salmonella serovars (Chiu 

et al., 2005; Shah et al., 2005). SPI-15 represents an insertion of 

approximately 6.3kb, inserted in the 3’ end of a tRNAGly; the insertion has 

duplicated a 22bp tRNA fragment, which forms the downstream boundary 

of SPI-15. Adjacent to the tRNA, there is an integrase gene of putative 

phage origin and further downstream four hypothetical protein-coding 

genes. Among the eight Salmonella genomes analyzed, SPI-15 is only 
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present in Typhi CT18 (Figure 2.7); in Typhi TY2, there is a similar 

insertion of different gene content, at the same position, which is also 

flanked by two DRs, 22bp long. 

 

 

Although SPI-15 is a 6.3kb island, Alien_Hunter predicts a much 

larger (~18kb) region overlapping the SPI-15 locus. The predicted region 

starts at the exact 5’ end of SPI-15, at the insertion point within the tRNA 

locus, but extends the 3’ end 12kb further to the left (Figure 2.8), 

questioning the accuracy of the predicted boundaries. SPI-15 represents a 

very recent insertion, present only in the genome of Typhi CT18; however 

the comparison between Typhi CT18 and E. coli MG1655 suggests that the 

entire (~18kb) predicted region is absent from the genome of the latter. 

Possibly, it represents a mosaic region of more than one independent HGT 

events; a fairly old insertion (~12kb, G+C content = 50.1%) upstream of 

SPI-15 and a very recent insertion (SPI-15, G+C content = 48.9%). This 

observation suggests that Alien_Hunter shows increased sensitivity, 

Figure 2.7: ACT screenshot: BLASTN comparison between E. coli and 8 Salmonella
genomes (from top to bottom): E. coli MG1655, S. typhi CT18, S. typhi TY2, S. paratyphi A, 
S. typhimurium LT2, S. gallinarum 287/91, S. enteritidis PT4, S. arizonae RSK2980, S. 
bongori 12419. Regions within the nine genomes with sequence similarity are joined by red 
coloured bands that represent the matching regions. The three novel SPIs are illustrated 
as white coloured features (from left to right: SPI-16, SPI-17, SPI-15). The above 
screenshot is a mosaic picture of three individual screenshots at different locations along 
the genomes that have been concatenated for ease of visualization. 
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predicting correctly even old HGT events or regions of mosaic 

compositional profile. A closer look at the 5’ end of the entire 18kb region 

reveals that the predicted boundary starts immediately downstream of 

CDS STY3169 (encoding a histidine rich hypothetical protein); STY3169 is 

a pseudogene with an in-frame stop codon at position 110.  

 

Table 2.4: Characteristics of the three novel predicted SPIs (SPI-15, SPI-16 and SPI-17) 
in the genome of Typhi CT18. 

SPISPISPISPI    LocationLocationLocationLocation    
Insertion Insertion Insertion Insertion 

sitesitesitesite    
RepeatsRepeatsRepeatsRepeats    IntIntIntInteeeegrasegrasegrasegrase    ScoreScoreScoreScore    Size (bp)Size (bp)Size (bp)Size (bp)    

Potential virulence Potential virulence Potential virulence Potential virulence 
determdetermdetermdetermiiiinantsnantsnantsnants    

SPI-15 3053654..3060017 tRNAGly 22nt (DR) 
phage 

integrase 
18.893 6364 unknown 

SPI-16 605515..609992 tRNAArg 43nt (DR) 
phage 

integrase 
20.949 4478 

serotype conversion by 
O-antigen 
glucosylation 

SPI-17 2460793..2465914 tRNAArg - - 23.953 5122 
serotype conversion by 
O-antigen 
glucosylation 

 

 

The overall G+C content of STY3169 is 52.6% (genome average 

52.09%), while the G+C contents from the 5’ end up to the in-frame stop 

codon, and from the stop codon to the 3’ end of this CDS are 49.8% and 

54.3% respectively. Based on the comparison between Typhi CT18 and E. 

coli MG1655 the true 5’ boundary of the 18kb locus is upstream of 

STY3169, suggesting perhaps that STY3169 is expected to be part of the 

18kb locus. Perhaps, STY3169 as a non functional CDS, carrying an 

internal in-frame stop codon, has been subject to accelerated amelioration, 

a likely scenario, taking into account its mosaic composition (upstream 

and downstream of the stop codon) and the nonetheless very similar 

overall composition to the genome average (52.6% and 52.09% 

respectively). This further explains why the boundary predicted by the 

Alien_Hunter algorithm does not encompass the STY3169 CDS. 

 The second novel SPI, SPI-16 is a 4.5kb long island, inserted in a 

tRNAArg gene. Two DRs of 43bp form the boundaries of SPI-16 while a 

phage integrase (pseudogene) is located near the tRNA gene. Encoded 

within this island are two bactoprenol-linked glucose translocases (gtrA 
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and gtrB) that along with the integrase pseudogene show high percentage 

identity (93%, 97% and 78% respectively) to homologous genes in the 

genome of bacteriophage P22 (Figure 2.9). gtrA and gtrB have been 

previously described to be involved in serotype conversion through O-

antigen glycosylation mediated by bacteriophages (Guan et al., 1999; 

Mavris et al., 1997).  

 

 

This observation leaves open the possibility that SPI-16 and SPI-17 

(see next paragraph) are GIs probably involved in driving the variation of 

the cell surface structure of Typhi and perhaps the way this bacterium 

SPI-15 

Figure 2.8: ACT screenshot: BLASTN between E. coli MG1655, Typhi CT18 and 
Typhimurium LT2 (from top to bottom) at the genomic locus encompassing SPI-15 (flanked 
by DRs – red-coloured joined features). Plots (from top to bottom): G+C% content, di-
nucleotide bias (δ* difference) (window size = 1kb) and IVOM score. Regions within the 
three genomes with sequence similarity are joined by red coloured bands that represent the 
matching regions. The brown coloured CDS (STY3169), encoding for a histidine rich 
hypothetical protein, is a pseudogene with an in-frame stop codon at position 110. 
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interacts with its host (i.e. humans) or “parasitic” mobile elements, e.g. 

bacteriophages. 

Also present in SPI-16 is STY0605 that encodes a putative 

membrane protein with nine predicted transmembrane segments (TMs). 

Although there is no sequence similarity to the gtrC gene in P22 

bacteriophage (data not shown), both genes encode proteins with TMs in 

equivalent positions (the same applies for STY2629 of SPI-17 – see next 

paragraph). It seems possible that those proteins have similarity on the 

structural rather on the sequence level which might indicate similar 

function. Moreover the DR at the 5’ end of SPI-16 has significant sequence 

similarity (74% in 23nt) with the 23bp P22 bacteriophage attP attachment 

site (alignment in Figure 2.9).  

 

 

These data support the phage origin of SPI-16 and indicate that this 

island seems to have been originated from a phage that shares similarities 

with P22 bacteriophage family. SPI-16 is absent from E. coli, S. bongori 

and S. arizonae while it is present in the rest of the Salmonella lineage 

(Figure 2.7). Interestingly in S. bongori at the same tRNA location, there 

is a different insertion (8155bp) with a phage integrase gene, suggesting 

Figure 2.9: ACT screenshot: BLASTN comparison between bacteriophage P22 and Typhi
CT18 (from top to bottom). The highlighted yellow band represents the sequence 
similarity between the P22 phage integrase and the integrase pseudogene in SPI-16. 
Within the grey text box the sequence alignment between the DR of SPI-16 and the P22 
bacteriophage attP is provided; identical bases are indicated with an asterisk. 
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that this tRNA locus might represent a hotspot for integration of different 

GIs in the Salmonella lineage. 

The third novel island, SPI-17 is 5.1kb long, inserted in a tRNAArg 

gene. An integrase gene and DRs/IRs seem to be absent from this island, 

which is present in all the Salmonella genomes used in this study, apart 

from S. bongori, S. arizonae, and S. typhimurium; this observation may 

indicate a possible recent deletion event that took place in the genome of 

S. typhimurium (Figure 2.7). SPI-17 seems to belong to the same phage 

family as SPI-16 given that the two serotype converting genes (gtrA and 

gtrB) are also present in the former island and both show high similarity 

with homologous genes in P22 bacteriophage; moreover in SPI-17 there is 

a pseudogene (STY2631a) with sequence similarity to the P22 phage 

bifunctional tail protein coding gene (TSPE_BPP22), suggesting an island 

of phage origin with two well defined boundaries (gtrA and the phage tail 

protein coding gene). 

2.3.32.3.32.3.32.3.3 Predicted Predicted Predicted Predicted bbbboundary optimizatoundary optimizatoundary optimizatoundary optimizationionionion    

As mentioned earlier, given that the current method is sliding window-

based, the step of the window significantly affects the accuracy of the 

localization of the predicted boundaries.  

The implementation of a HMM model in a change-point detection 

framework seems to provide an effective way of dealing with this problem 

(Table    2.5). Indeed the average absolute error δx for the predicted 

boundaries with the implementation of the HMMs is much lower (3830bp) 

than that without the boundary optimization (4936bp). Interestingly the 

HMM-based approach gives an average δx quite close to the W8 method 

(Tsirigos and Rigoutsos, 2005) (3543bp); W8 is a gene-based method, thus 

it is expected to provide quite accurate predicted boundaries of HGT 

events.  

Overall this indicates that the implementation of HMMs in a 

change-point detection framework significantly improves (22%) the 

localization of the predicted boundaries; an example is illustrated in 
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Figure 2.10. This region is absent from the genome of E. coli and S. 

typhimurium and the BLASTN comparison indicates a well defined 

putative horizontally transferred region, 5223bp long,  consisting of four 

genes (STY3343, STY3344, STY3345, STY3347: putative membrane and 

putative hypothetical genes of no significant database hits). As illustrated 

in the score plot in Figure 2.10, the unoptimized boundaries (green 

coloured plot) were predicted in the middle of STY3343 and STY3349 

genes.  

 

Table 2.5: Absolute error of the Alien_Hunter algorithm for the predicted boundaries with 
(optimized) and without (unoptimized) the implementation of HMMs in a change point 
detection framework. In addition the absolute error of the W8 (gene-based) method is 
provided as a control set.  The absolute error is defined as δx = | x - x0 |, where x is the 
annotated boundary and x0 is the predicted one.    

Annotated HGTAnnotated HGTAnnotated HGTAnnotated HGT    Boundaries(bp)Boundaries(bp)Boundaries(bp)Boundaries(bp)    Absolute Error (bp)Absolute Error (bp)Absolute Error (bp)Absolute Error (bp)    

    AnnotatedAnnotatedAnnotatedAnnotated    Optimized (HMM)Optimized (HMM)Optimized (HMM)Optimized (HMM)    UnoptimizedUnoptimizedUnoptimizedUnoptimized    W8W8W8W8    OptimizedOptimizedOptimizedOptimized    UnoptimizedUnoptimizedUnoptimizedUnoptimized    W8W8W8W8    

 left right left right left right left right left right left right left right 

SPI-6 302172 361067 302445 358919 302500 362500 306935 360757 273 2148 328 1433 4763 310 

Prophage10 1008747 1051266 999914 1053088 1000000 1055000 1001995 1055793 8833 1822 8747 3734 6752 4527 

SPI-5 1085156 1092735 1081688 1091828 1082500 1095000 1085337 1094839 3468 907 2656 2265 181 2104 

Bacteriophage 1538899 1572919 1539019 1572916 1537500 1577500 1538899 1574581 120 3 1399 4581 0 1662 

SPI-2 1625084 1664823 1624923 1650692 1622500 1652500 1622537 1667392 161 14131 2584 12323 2547 2569 

Bacteriophage 1887450 1933558 1872930 1933953 1870000 1937500 1870173 1939495 14520 395 17450 3942 17277 5937 

SPI-9 2743495 2759190 2743818 2754300 2742500 2755000 none 2759190 323 4890 995 4190 none 0 

Bacteriophage 27 2759733 2782364 2759506 2787702 2757500 2787500 2759733 2783554 227 5338 2233 5136 0 1190 

SPI-1 2859262 2899034 2862660 2900872 2860000 2902500 2861845 2900586 3398 1838 738 3466 2583 1552 

SPI-8 3132606 3139414 3133940 3151951 3130000 3152500 3134156 3149714 1334 12537 2606 13086 1550 10300 

Bacteriophage 3515397 3549055 3514572 3558310 3512500 3562500 3512700 3552416 825 9255 2897 13445 2697 3361 

SPI-3 3883111 3900458 3888383 3904602 3887500 3907500 3888370 3902214 5272 4144 4389 7042 5259 1756 

SPI-4 4321943 4346614 4321935 4348906 4320000 4350000 4321410 4349963 8 2292 1943 3386 533 3349 

SPI-7 4409511 4543072 4402961 4541642 4402500 4545000 4401582 4542913 6550 1430 7011 1928 7929 159 

SPI-10 4683690 4716539 4685054 4723629 4682500 4727500 4683853 4728101 1364 7090 1190 10961 163 11562 

ALL (left/right)  3112 4548 3811 6061 3731 3356 

ALL (left+right)  3830383038303830    4936493649364936    3543354335433543    

 

 

Applying the HMM approach, the true transition points were 

successfully identified (red plot), predicting the exact downstream and 

upstream boundaries of this region, diminishing the uncertainty of the 

localization of the predicted regions caused by the sliding window 

approach. The reason why I chose not to apply a purely HMM-based 

approach in the first place was the fact that a significant number of GIs 

(e.g. SPI-2) show a very mosaic structure, a result of several individual 

acquisitions, perhaps of different origin. Given that a HMM 
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implementation requires the properties of the regions modeled to remain 

constant throughout their whole length, such an approach is not readily 

applicable to the prediction of GIs in microbial genomes. 

 

 

 

 

2.3.42.3.42.3.42.3.4 Performance benchmarkingPerformance benchmarkingPerformance benchmarkingPerformance benchmarking    

In order to test the performance of the Alien_Hunter algorithm, a dataset 

of 1560 manually curated putative horizontally transferred genes in the 

genome of Typhi was used. Alien_Hunter was compared against four other 

published methods for the prediction of putative HGT events (Table 2.6): 

Islander (Mantri and Williams, 2004), IslandPath (Hsiao et al., 2003), 

HGT-DB (Garcia-Vallve et al., 2003), and the W8 method (Tsirigos and 

Figure 2.10: ACT screenshot: BLASTN comparison between (from top to bottom): E. coli
MG1655, S. typhi CT18 and S. typhimurium LT2. An example of a predicted putative 
horizontally transferred region in the genome of S. typhi is indicated with two peaks in 
the IVOM score plot (above S. typhi). This region seems to be absent in the other two 
genomes compared. The red and the green coloured IVOM score plots represent the 
predictions of Alien_Hunter with optimized (HMM) and unoptimized boundaries 
respectively. 
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Rigoutsos, 2005). Furthermore the above methods and the method for the 

prediction of PAIs introduced by Yoon et al. (Yoon et al., 2005) were tested 

in terms of percentage coverage of the 10 previously described SPIs (SPI-1 

to SPI-10) and the five annotated bacteriophages (Table 2.7).  

Overall, Alien_Hunter shows the highest predictive accuracy 

(AC=0.764) compared with the other four methods (Table 2.6). 

Interestingly, the second most accurate method is W8, which utilizes 

higher order motifs (i.e. 8mers). These data suggest that the utilization of 

interpolated variable order motifs, improves both the sensitivity (SN) 

(Alien_Hunter: 0.649, W8: 0.62) and the specificity (SP) (Alien_Hunter: 

0.653, W8: 0.643) compared with fixed-order methods; similarly this 

analysis confirms the superiority of higher order motif methods, discussed 

in the introduction.  

 

Table 2.6: Performance comparison of the Alien_Hunter algorithm with other prediction 
methods. The comparison was based on the manually curated dataset of 1560 putative 
horizontally transferred genes, described in the text. TP: true positives, FP: false 
positives, TN: true negatives, FN: false negatives, SN: sensitivity, SP: specificity, AC: 
accuracy, CC: Matthews correlation coefficient. The performance of IslandPath was 
evaluated based on two compositional indices: G+C% content and di-nucleotide bias (δ* 
difference). 

MethodMethodMethodMethod    TPTPTPTP    FPFPFPFP    TNTNTNTN    FNFNFNFN    
Number of Number of Number of Number of 
PredictionsPredictionsPredictionsPredictions    SNSNSNSN    SPSPSPSP    ACACACAC    CCCCCCCC    

Alien_Hunter 1013 539 2501 547 1552 0.649 0.653 0.764 0.473 

W8 968 538 2502 592 1506 0.620 0.643 0.754 0.447 

HGT-DB 435 116 2924 1125 551 0.279 0.789 0.730 0.351 

Islander 275 89 2951 1285 364 0.176 0.755 0.701 0.258 

IslandPath (GC) 611 467 2573 949 1078 0.392 0.567 0.692 0.266 

IslandPath ( δ* ) 301 492 2548 1259 793 0.193 0.380 0.619 0.039 

 

 

The sensitivity of Alien_Hunter is much higher compared to the 

other four methods which in turn reflects an increased ability to predict 

novel, putative horizontally transferred regions as well as already known 

examples. In terms of specificity Alien_Hunter is third from the top, 

following the Islander and the HGT-DB. Perhaps this can be attributed to 
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the increased number of predictions provided by Alien_Hunter (1552) 

compared to the Islander (364) and HGT-DB (551) as well as to the fact 

that Alien_Hunter runs on raw genomic sequence without gene position 

information. Compared to the W8 method, although Alien_Hunter 

provides higher number of predictions, both its sensitivity and specificity 

are higher. In the second performance analysis, based on the percentage 

coverage of previously described HGT events, the Alien_Hunter 

predictions overlap with 91.2% of the CDSs present in SPIs and 

bacteriophages giving the highest number of complete GIs in Typhi, 

followed by the W8 method with 80.7% coverage.   

 

Table 2.7: Performance comparison of the Alien_Hunter algorithm with other prediction 
methods based on a dataset of 10 previously described SPIs (SPI-1 to SPI-10) and five  
annotated bacteriophages (SopE and P4 bacteriophages were ignored because they 
overlap with SPI-7 and SPI-10 respectively). For each annotated island or phage the % 
CDS coverage by each method has been calculated. The genomic locations of annotated 
bacteriophages (from top to bottom) are: 1008747..1051266, 1538899..1572919, 
1887450..1933558, 2759733..2782364 and 3515397..3549055. 

IslandPathIslandPathIslandPathIslandPath    Annotated Annotated Annotated Annotated 
HHHHGTGTGTGT    

# CDS# CDS# CDS# CDS    Alien_HunterAlien_HunterAlien_HunterAlien_Hunter    IslanderIslanderIslanderIslander    

GCGCGCGC    δ*δ*δ*δ*    

HGTHGTHGTHGT----DBDBDBDB    W8W8W8W8    Yoon Yoon Yoon Yoon et al.et al.et al.et al.    

SPI-6 60 81.7 0.0 51.7 41.7 40.0 70.0 0.0 

Prophage10 63 81.0 100.0 23.8 39.7 25.4 96.8 0.0 

SPI-5 8 100.0 100.0 75.0 100.0 100.0 100.0 100.0 

Bacteriophage 53 100.0 0.0 39.6 5.7 34.0 86.8 0.0 

SPI-2 44 77.3 0.0 61.4 18.2 68.2 77.3 100.0 

Bacteriophage 71 88.7 0.0 33.8 8.5 35.2 94.4 0.0 

SPI-9 4 25.0 0.0 25.0 50.0 0.0 25.0 0.0 

Bacteriophage  19 89.5 0.0 36.8 0.0 5.3 73.7 26.3 

SPI-1 44 95.5 0.0 54.5 25.0 77.3 88.6 40.9 

SPI-8 16 100.0 0.0 68.8 0.0 68.8 68.8 0.0 

Bacteriophage 46 89.1 0.0 37.0 6.5 23.9 60.9 0.0 

SPI-3 14 85.7 0.0 28.6 0.0 14.3 42.9 100.0 

SPI-4 7 100.0 0.0 85.7 0.0 100.0 100.0 100.0 

SPI-7 149 100.0 31.5 31.5 32.2 28.2 81.2 10.1 

SPI-10 29 100.0 44.8 44.8 62.1 6.9 72.4 0.0 

ALL 627 91.2 20.9 40.5 25.0 36.8 80.7 17.7 
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These data suggest that Alien_Hunter is capable of detecting not 

only novel GIs but also of identifying the majority of the already known 

regions of "alien" origin. Overall Alien_Hunter predicts six complete 

structures (SPI-5, the bacteriophage at 1538899..1572919, SPI-8, SPI-4, 

SPI-7 and SPI-10), while in the case of SPI-2 it predicts 34 out of 44 genes; 

it has been shown previously (Hensel et al., 1999) that SPI-2 is a mosaic 

island of at least two independent  acquisitions (see chapter 3). The mosaic 

nature of this SPI is also apparent in the G+C content (44.08% and 52.85% 

for the two parts of the island). This observation might explain the 

fragmented prediction for this SPI by all the methods except for the 

method of Yoon et al. (Yoon et al., 2005). The latter combines a method for 

capturing sequence deviation and similarity matches to already known 

PAIs to predict PAIs instead of GIs in general. Such methods can be 

powerful approaches in the detection of complete PAI structures of similar 

gene content with previously annotated ones, but are not directly 

applicable in the detection of novel PAIs or GIs. 

Overall the W8 method only outperforms the Alien_Hunter 

algorithm twice: in the first case it predicts 96.8% (Alien_Hunter: 81%) of 

the complete structure of prophage10 and in the second case 94.4% 

(Alien_Hunter: 88.7%) of the bacteriophage located at position 

1887450..1933558. The Islander provides the lowest number of predictions 

(364) perhaps due to the fact that it is restricted to predict only complete 

GI structures. In the case of known Typhi islands, Islander predicts three 

SPIs (SPI-5, SPI-7, SPI-10) and one bacteriophage (prophage 10); the rest 

of the already known SPIs were not predicted by this method although 

some of them (e.g. SPI-8) have identifiable tRNA and integrase genes. 

2.42.42.42.4 DiscussionDiscussionDiscussionDiscussion    

In this chapter, I introduced and described a novel computational method 

for the prediction of putative horizontally transferred regions. This 

method, IVOM, exploits compositional biases at various levels (e.g. codon, 

di-nucleotide and amino acid bias, structural constraints) by implementing 
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variable order motif distributions. Under this framework, the local 

sequence composition can be captured more reliably, compared to fixed-

order methods. The IVOM approach relies more on higher order motifs to 

make more accurate predictions, but when the underlying information is 

insufficient for high order motifs, it takes into account information 

obtained from lower order motifs.  Moreover, an IVOM approach can be 

applied even on newly sequenced genomes, given that it does not require 

any level of pre-existing annotation or gene position information.  

I also discussed the implementation of a HMM-based approach in a 

change-point detection framework for the optimization of the boundaries 

of the predicted regions and showed that the uncertainty of the 

localization of the predictions caused by a sliding window method can be 

sufficiently handled by such an approach enabling more accurate 

localization of putative HGT events. Applying the IVOM method on the 

genome of Typhi, all the previously annotated SPIs and bacteriophages 

were successfully predicted; moreover, the analysis of Typhi revealed the 

presence of three novel SPIs, SPI-15 to SPI-17, that have not been 

previously described. SPI-16 and SPI-17 represent islands of putative 

phage origin that may be implicated in serotype conversion by O-antigen 

glycosylation. 

The performance benchmark of the Alien_Hunter algorithm against 

four published methods indicates that this method is more sensitive in 

detecting compositionally deviating, putative HGT regions. On the other 

hand Alien_Hunter shows fairly poor specificity compared with HGT-DB 

and Islander. This observation seems to indicate that the last two methods 

are more reliable in terms of SP compared to Alien_Hunter. One obvious 

reason behind the lower SP of Alien_Hunter is the increased number of 

predictions (1552). HGT-DB and Islander show the highest SP due to the 

low number of predictions (551 and 364 respectively); in other words they 

sacrifice SN for SP, predicting only a small fraction of the already 

annotated HGT regions (Table 2.7).  
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However if both SP and number of predictions are taken into 

account, Alien_Hunter provides the highest number of predictions and at 

the same time its SP is even higher than W8's, although the latter 

provides a lower number of predictions (1506). Overall this indicates that 

Alien_Hunter can be more sensitive and accurate compared to other 

methods that provide equally high number of predictions. It should be 

noted that this performance benchmark is based on a reciprocal FASTA 

approach that might penalize older HGT regions that were inserted prior 

to the divergence of E. coli and Salmonella lineages and were predicted by 

the Alien_Hunter algorithm. Such cases are considered False Positives 

based on this analysis, although they might represent true HGT events, 

and significantly affect the assigned SP of this algorithm.  

Furthermore, the approach for the identification of orthologous 

genes, exploiting a reciprocal FASTA methodology, would in theory fail to 

correctly predict true orthologs in the following cases: A. One or both 

orthologs are pseudogenes, B. one of the orthologs has been deleted in one 

of the two genomes, C. a gene duplication event has created extra copies of 

the corresponding ortholog(s), D. one of the orthologs has not been 

annotated in one of the two genomes – although being present, E. one of 

the orthologs has been mis-annotated (truncated or extended) to such an 

extend that the condition of the minimum length of the region being 

similar in the two sequences is violated, and F. one or both orthologs are 

fast evolving, to such an extend that it is impossible, relying purely on 

sequence information, to predict them as true orthologs. With the 

exception of case F, all the other cases can be manually inspected and 

corrected, exploiting the genome annotation and gene position 

information; therefore, the results discussed in this chapter as well as in 

chapters 3 and 4, relative to the number of horizontally acquired genes, 

should be treated as an upper bound to the true number of HGT events, 

since fast evolving orthologs, could in theory be incorrectly classified as 

horizontal acquired genes.  
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The prediction of the three novel SPIs in Typhi CT18, raises the 

following question: What is the minimum size of PAIs or GIs that still 

maintain their ability to mobilize (integrate-excise)? Usually GIs are 

expected to be large (≥ 10kb), distinct chromosomal regions (Schmidt and 

Hensel, 2004).  The three novel SPIs described in this analysis seem to 

represent exceptions to this rule, with a size of 4-6kb. For example SPI-17 

is a minute PAI, and is absent from the genome of Typhimurium LT2, 

possibly indicating a recent deletion or recombination event. The size of 

these regions may be the reason why they have not been previously 

reported. 

SPI-15 encodes four hypothetical protein-coding genes with 

unknown function. Moreover while SPI-15 is only present in Typhi CT18 

and TY2, it can also be found in Shigella flexneri serovar 2a, strains 301 

and 2457T. Given that SPI-15 or similar structures are present in S. 

flexneri and S. typhi but not in E. coli (MG1655, EDL933, O157:H7 and 

CFT073) or other Salmonella, it would be interesting to further investigate 

the functionality of SPI-15 with respect to the biology of S. typhi and S. 

flexneri, given that both organisms are human-restricted enteric 

pathogens. 

  The annotation of horizontally transferred regions (e.g. GIs, phages) 

is a key task in annotation pipelines, especially in the case of pathogens 

since it can reveal pathogenic aspects and characteristics of newly 

sequenced genomes. Prediction methods that reliably detect regions of 

“alien” origin, requiring a minimum level of annotation, can form a 

powerful tool for the understanding and analysis of the biology for the 

genome at hand, revealing key evolutionary steps in becoming a 

“successful” pathogen (see chapter 3). 



Chapter 3Chapter 3Chapter 3Chapter 3  

Genetic flux over timeGenetic flux over timeGenetic flux over timeGenetic flux over time    

3.13.13.13.1 IntroductionIntroductionIntroductionIntroduction    

The divergence of Salmonella and E. coli lineages from their common 

ancestor has been estimated to have occurred approximately 100-140 

million years (Myr) ago (Doolittle et al., 1996; Ochman and Wilson, 1987). 

Using models of amelioration (i.e. the change of the sequence composition 

over time) to estimate the time of Horizontal Gene Transfer (HGT) events 

it has been previously inferred (Lawrence and Ochman, 1997) that the 

entire E. coli chromosome contains more than 600 kilobases (kb) of 

horizontally transferred, protein-coding DNA and that the two sister 

lineages (E. coli and S. enterica) have each gained and lost more than 3 

megabases (Mb) of novel DNA since their divergence. 

DNA sequences of recent HGT events can deviate strongly from the 

genome background composition while older insertions have often lost 

their donor-specific sequence signature (Lawrence and Ochman, 1997). 

Generally, each genome exhibits a reasonably constant background 

sequence composition; however some genes, traditionally considered part 

of the core-gene dataset, such as rRNA and ribosomal protein-coding genes 

often deviate compositionally from the genome background sequence 

composition mainly due to specific, well-conserved functional constraints 

rather than alien origin (although some of them can be horizontally 

exchanged (Nomura, 1999; Yap et al., 1999)). In those cases the effect of 

the amelioration over time is expected to be limited since strong selection 

applies. 

Base composition and specifically G+C content is known to be 

related to phylogeny (Forsdyke, 1996). Consequently closely related 

organisms tend to have similar G+C content; for example the average G+C 

content of E. coli, Shigella and Salmonella lineages is approximately 50%, 

51% and 52% respectively while for the Gram positive Staphylococcus and 
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Streptococcus lineages the average G+C content is 33% and 38%, 

respectively. 

Usually horizontally acquired genes are introduced into a single 

lineage, and therefore the acquired DNA sequence will be limited to the 

descendents of the recipient strain and absent from closely related ones. 

For example Salmonella Pathogenicity Island (SPI) 1, a 40kb island 

carrying a type-III secretion system (T3SS) that enabled the invasion of 

epithelial cells (Galan, 1996) is present in both Salmonella species, S. 

bongori and S. enterica while it is absent from the genome of E. coli. 

Consequently SPI-1 represents an ancient HGT event that took place close 

to the divergence of the two genera (E. coli and Salmonella) (Baumler, 

1997).  

On the other hand SPI-2, which is important for systemic infection, 

is a mosaic of two independent acquisitions: The tetrathionate reductase 

(ttr) gene cluster (Hensel et al., 1999), a 15kb region  present in S. bongori 

and S. enterica, and a 25kb region, encoding an additional T3SS (Hensel 

et al., 1997), present only in S. enterica. Consequently, using a reference 

tree topology, HGT events can be distributed into phylogenetic branches of 

increasing depth; moreover their relative time of insertion, i.e. the most 

ancient branch in the tree topology that shares a putative horizontally 

acquired (PHA) gene present only in descendant lineages, can be inferred. 

Based on this principle, Daubin and Ochman (Daubin and Ochman, 2004), 

identified sequences unique to monophyletic groups at increasing 

phylogenetic depths, and studied the characteristics of sequences with no 

detectable database match (ORFans) using E. coli MG1655 as a reference 

genome. 

A key step in inferring the relative time of insertion of PHA genes is 

the construction of phylogenetic trees that will capture reliably the 

evolutionary history of the organisms being studied. rRNA genes have 

been extensively used as molecular chronometers for inferring phylogeny 

and building tree topologies (Woese, 1987). However, it has been shown 

that even these traditionally core components of the cell can be 
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horizontally transferred (Nomura, 1999; Yap et al., 1999). Consequently 

more reliable phylogenies can be built based on approaches exploiting 

larger sequence samples, e.g. whole-genome sequence (Doolittle, 1999; 

Doolittle and Papke, 2006). Moreover homologous recombination might 

well complicate the inference of the true evolutionary history of the 

genomes under study (Doolittle and Papke, 2006; Feil et al., 2001; Smith 

et al., 1993). Many closely related bacteria exchange a significant amount 

of DNA via homologous recombination through highly similar patches 

throughout their genome sequence (Didelot et al., 2007). Therefore 

different regions within those genomes might well have different 

evolutionary histories that cannot be reliably captured by phylogenies 

relying on a single tree topology (Doolittle and Papke, 2006). 

In this chapter, I describe a comparative analysis (Vernikos et al., 

2007) between eleven Salmonella, three E. coli and one Shigella strain in 

order to infer the relative time of insertion of putative HGT events in 

three strains of the S. enterica lineage, by implementing a whole-genome 

sequence alignment to construct the phylogenetic tree topology of the 

organisms under study. The relative time of insertion is inferred taking 

into account the most parsimonious sequence of events i.e. allowing for 

deletions or independent acquisitions in some of the descendant or 

ancestral branches. Moreover I discuss and analyse data suggesting that 

prophages in the Salmonella lineage are shared only between very 

recently diverged lineages but that their sequence composition is very 

similar to their host’s. Finally I describe the implementation of G+C 

content, the Codon Adaptation Index (CAI) (Sharp and Li, 1987) and high 

order compositional vectors (Vernikos and Parkhill, 2006), in order to 

monitor the amelioration process over time. 

3.23.23.23.2 MethodsMethodsMethodsMethods    

3.2.13.2.13.2.13.2.1 Whole Genome AlignmentWhole Genome AlignmentWhole Genome AlignmentWhole Genome Alignment    

The extent of intra-species diversity of bacterial populations was shown 

recently in a study focused on whole-genome sequence comparisons of 
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eight Streptococcus agalactiae isolates (Tettelin et al., 2005); the results 

show that the genome of a bacterial species (i.e. pan-genome) (Medini et 

al., 2005) consisting of core and dispensable (i.e. partially shared) genes, 

may be many times larger than the genome of a single isolate; 

consequently single-genome sequences may represent poor samples of the 

overall complexity and structure of a bacterial species. 

In the current analysis the phylogenetic relationship of 15 genomes 

will be inferred by pursuing a whole-genome based comparative genomics 

approach; the rationale behind a whole-genome based methodology as 

opposed to marker-based or core-gene based approaches relies on two 

important aspects of comparative genomics; gene content information and 

phylogenetic resolution. 

In the first case, the dispensable gene pool of a species often encodes 

components that drive host-adaptation, antigenic variability and 

determine pathogenicity and virulence related properties of different 

isolates; for example, HGT can in a single step transform a normally 

benign organism into a pathogen, a process often referred to as “evolution 

in quantum leaps” (Groisman and Ochman, 1996); in Salmonella two 

single-step HGT events enabled the invasion of host cells, evading the host 

defence system, while its close relative E. coli evolved as an opportunistic 

and commensal pathogen. 

In terms of phylogenetic resolution, traditional classification 

systems geared towards analyzing a handful of genetically distinct, often 

non-overlapping species representatives are capturing only a tiny fraction 

(Table 3.1) of the species variation (Medini et al., in press); as such they 

struggle to cope with the increasingly complex structure, the overlapping 

(fuzzy) boundaries and the dynamic nature of bacterial populations. 

Moving from single-gene (e.g. 16s rRNA (Woese, 1987)) phylogenies trying 

to capture the phylogenetic history of an entire bacterial species exploiting 

only a tiny sequence sample (~0.07%) of a genome, to approaches using a 

much larger sequence sample (~0.2%) (e.g. multilocus sequence typing – 

MLST (Maiden et al., 1998)) and recently to whole-genome (Tettelin et al., 
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2005) comparative genomics (100% coverage), is definitely a big step closer 

to understanding and more reliably reconstructing the phylogenetic 

history of bacterial populations. 

 

Table 3.1: Properties of four methods for the comparative analysis of microbial genomes. 
Estimates have been calculated based on: aNeisseria meningitidis: genome size ~2.2 Mb 
(Bentley et al., 2007), 16S rRNA length ~1.5kb (Sacchi et al., 2002), length of MLST loci 
~4kb (Maiden et al., 1998). bSalmonella typhi: genome size ~4.8 Mb (Deng et al., 2003), 
SNPs on gene fragments covering ~89 Kb (Roumagnac et al., 2006). Source: (Medini et 
al., in press). 

MethodMethodMethodMethod Genome cGenome cGenome cGenome coverage (%)overage (%)overage (%)overage (%)    CoreCoreCoreCore genes genes genes genes    DispensableDispensableDispensableDispensable genes genes genes genes    

16s rRNA 0.07a Yes No 

MLST 0.2a Yes No 

SNPs 2b Yes Yes 

Whole-genome 100 Yes Yes 

 

 

Taking into account the increased genome fluidity and sequence 

mosaicism of bacterial chromosomes due to genome rearrangements, gene 

gain, gene loss and recombination events, conventional multiple sequence 

alignment methods, e.g. ClustalW (Thompson et al., 1994) and MUSCLE 

(Edgar, 2004) that assume sequence co-linearity are not directly applicable 

on building whole-genome sequence alignments. 

 MAUVE (Darling et al., 2004), is a genome comparison tool that 

merges chromosomal sequence rearrangement analysis with conventional 

multiple sequence alignment methods, providing an efficient method of 

building whole-genome multiple sequence alignments taking into account 

extensive chromosomal reordering. In the case of non collinear 

chromosomal sequences, MAUVE firstly identifies locally collinear regions 

(termed locally collinear blocks – LCBs) within the chromosomes that 

represent regions of sequence similarity shared between two or more 

genomes; in a second step the identified LCBs are progressively aligned 

using conventional multiple sequence alignment methods (i.e. ClustalW or 

MUSCLE). The overall algorithm is summarized in the following 

pseudocode: 
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Algorithm:Algorithm:Algorithm:Algorithm: MAUVE. 

1. Identify multiple maximal unique matches (multi-MUMs), i.e. local alignments of 

exactly matching (single-copy) sequences that are shared between 2 or more 

chromosomes. 

2. Calculate a phylogenetic guide tree based on the multi-MUMs sequences. 

3. Partition a subset (anchors) of the multi-MUMs into LCBs. 

4. Do recursive anchoring to identify new anchors within and outside the LCBs.  

5. Align each LCB based on the guide tree. 

          Source: (Darling et al., 2004). 

 

Note: Formally, an LCB is a sequence of multi-MUMs that satisfies a total ordering 

property, such that the left end of the ith multi-MUM occurs before the left end of the i+1 

multi-MUM, for all multi-MUMs in the LCB and for all the genomes compared. 

 

In the current analysis, 15 genomic sequences (Table 3.2) were 

aligned by implementing the MAUVE algorithm with the default 

parameters. An example of the whole-genome sequence alignment of the 

15 chromosomes, visualized through the alignment viewer of MAUVE is 

shown in Figure 3.1. The whole genome sequence alignment of 122 LCBs 

shared between the 15 genomes was used to build a whole-genome based 

phylogenetic tree (discussed in the next section). 

 

Table 3.2: The list of 15 strains used in this comparative analysis. 

OrganismOrganismOrganismOrganism    ReferenceReferenceReferenceReference    Accession NumberAccession NumberAccession NumberAccession Number    

Escherichia coli K-12 MG1655 (Blattner et al., 1997) U00096 

E.coli O157:H7 EDL933 (Perna et al., 2001) AE005174 

E. coli CFT073 (Welch et al., 2002) AE014075 

Shigella flexneri serotype 2a 301 (Jin et al., 2002) AE005674 

Salmonella bongori 12419 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. arizonae RSK2980 http://genome.wustl.edu/genome_index.cgi N/A 

S. enterica serovar Typhi CT18 (Parkhill et al., 2001) AL513382 

S. enterica serovar Typhi TY2 (Deng et al., 2003) AE014613 

S. enterica serovar paratyphi A SARB42 (McClelland et al., 2004) CP000026 

S. enterica serovar paratyphi A AKU_12601 http://genome.wustl.edu/genome_index.cgi N/A 

S. enterica serovar Typhimurium SL1344 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Typhimurium LT2 (McClelland et al., 2001) AE006468 

S. enterica serovar Typhimurium DT104 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Enteritidis PT4 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Gallinarum 287/91 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 
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Figure 3.1: MAUVE alignment viewer screenshot: 15 genomes have been aligned (from 
top to bottom): E. coli MG1655, E. coli EDL933, E. coli CFT073, S. flexneri 2a 301, S. 
bongori 12419, S. arizonae RSK2980, S. typhi CT18, S. typhi TY2, S. paratyphi A
SARB42, S. paratyphi A AKU_12601, S. typhimurium SL1344, S. typhimurium LT2, S. 
typhimurium DT104, S. enteritidis PT4, S. gallinarum 287/91. Coloured boxes (LCBs) 
above (forward) and below (reverse orientation) the line represent regions within each 
chromosome aligned with other regions with sequence similarity, present in the other 
chromosomes. Inside each aligned box, a similarity profile plot shows the average level of 
conservation of that sequence. Vertical lines connect the corresponding (same colour) 
LCBs present in the 15 chromosomes. 
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3.2.23.2.23.2.23.2.2 Phylogenetic Phylogenetic Phylogenetic Phylogenetic ttttreereereeree building methods building methods building methods building methods    

In the current phylogenetic analysis, the aim is to estimate the 

phylogenetic tree topology that best describes the evolutionary history of 

the 15 enteric bacteria, taking into account their increased level of genetic 

fluidity. There are three major “schools” of tree-building methodologies 

(Table 3.3) widely used to infer the most likely phylogenetic tree: distance-

based methods, e.g. unweighted pair-group method with arithmetic mean 

(UPGMA) (Michener and Sokal, 1957) and Neighbor-Joining (NJ) (Saitou 

and Nei, 1987); maximum parsimony (MP) methods; and statistical 

methods, e.g. maximum likelihood (ML) (Felsenstein, 1981) and Bayesian 

inference (Holder and Lewis, 2003; Huelsenbeck et al., 2001).  

 

Table 3.3: Properties of four widely used tree-building methods. 

MethodMethodMethodMethod    ProsProsProsPros    ConsConsConsCons    

Neighbor-
Joining 

Very fast, O(n3) for n taxa. 
Does not necessarily produce the 
minimum-evolution (optimal) tree. 

Maximum-
Parsimony 

Provides information on the 
ancestral sequences. 

Ambiguous results if homoplasy is 
common (“long branch attraction”). 
Underestimates branch lengths. 

Maximum-
Likelihood 

Site-specific likelihoods.  
Accurate branch lengths. 

Computationally intensive. 

Bayesian-
inference 

Faster than ML. 
Accurate branch lengths. 

Relies on the prior distribution over the 
parameters of the model. 

    

There are numerous previous studies arguing for or against the 

accuracy and reliability of those methods, exploiting different test datasets 

and model parameters (Huelsenbeck, 1995; Saitou and Imanishi, 1989; 

Tateno et al., 1994). Although their evaluation leads to different 

conclusions, they all converge over the superiority of the NJ and ML 

methods over the MP method. For those reasons, both of those methods 

were exploited in the current methodology implementing the DNAML and 

NEIGHBOR modules of the PHYLIP software (Felsenstein, 1989), 

discussed in more detail in the following sections. 
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 Generally speaking, the number of all different possible tree 

topologies grows rapidly with the number of taxa. It can be shown 

(Felsenstein, 1978) that the number of alternative topologies for an 

unrooted tree as a function of the number of taxa (T), is: 

 

, 

 

 

while for a rooted tree, that number is: 

 

 

 

 

That means that for 10 and 20 taxa, there are approximately 2 x 106 and 

2.2 x 1020 alternative unrooted tree topologies, respectively. 

3.2.2.13.2.2.13.2.2.13.2.2.1 UPGMAUPGMAUPGMAUPGMA    

The simplest (and less efficient) tree-building method is UPGMA; this 

method, exploits a sequential clustering algorithm that starts by 

identifying the two most similar (given a distance matrix) operational 

taxonomic units (OTUs) and then builds step-wise the phylogenetic tree 

topology, evaluating the similarities between the remaining OTUs; the two 

most similar OTUs of the previous step, are treated as a single OTU in 

subsequent clustering steps. The main disadvantage of the UPGMA 

method is that it is based on the assumption that the rate of evolution is 

constant over time in all the evolutionary lineages (molecular clock 

hypothesis); in other words, the UPGMA clustering finds the correct tree 

topology only if the distances between the different taxa are ultrametric, 

i.e. d(A,B) ≤ max [d(A,C), d(B,C)], for all A, B and C; where d(x,y) is the 

distance metric between OTUs x and y (Figure 3.2). 
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3.2.2.23.2.2.23.2.2.23.2.2.2 Maximum ParsimonyMaximum ParsimonyMaximum ParsimonyMaximum Parsimony    

MP exploits the concept of parsimony that favours generally simpler over 

more complicated hypotheses. As such, MP is based on the assumption 

that the best tree topology is the one that requires the minimum number 

changes to explain the observed differences between the taxa, and 

searches for the topology with the minimal cost. If Sk(α) denotes the 

minimal cost for assignment of character α to node k, such that: 

 

( ) min ( ( ) ( , )) min ( ( ) ( , ))k b i b jS a S b S a b S b S a b= + + +  

 

Figure 3.2: An example of four hypothetical sequences and the inferred true topology, 
exploiting the UPGMA (left) and the NJ (right) method. The four sequences and the 
similarity matrix are shown at the bottom of the figure. 
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the topology with the minimal cost can be found by minimizing the above 

function for all characters α and all nodes k of the tree; i and j denote the 

daughter nodes of node k, and S(α,b) denotes the cost of substituting α 

with b. 

The MP algorithm consists of two steps: 1) the computation of the 

cost for a given tree and 2) a search through all trees, to find the overall 

minimum of this cost; for a small number of taxa e.g. (< 10), an exhaustive 

search of all the possible tree topologies can be carried out; for a higher 

number of taxa, however, heuristic methods have to be exploited. Broadly 

speaking there are two major MP algorithms; weighted parsimony and 

traditional parsimony (Fitch, 1971). In the first algorithm, each character 

substitution is assigned a cost while the second algorithm counts simply 

the number of character substitutions. 

3.2.2.33.2.2.33.2.2.33.2.2.3 Bayesian inferenceBayesian inferenceBayesian inferenceBayesian inference    

A Bayesian approach produces the tree (or a set of equally optimal trees) 

that is most likely to be explained by the data (i.e. sequences); in other 

words it estimates the posterior probability P(H/D) of the hypothesis given 

the data. This is different from ML that finds the tree that is most likely to 

have produced the data, evaluating the probability of seeing the data 

given the hypothesis, i.e. P(D/H). The posterior probability, in a Bayesian 

implementation, is calculated exploiting Bayes’ theorem: 

 

 

 

 

 

 

where P(θ/D) is the posterior probability of the tree, P(θ) is the prior 

probability of the tree, P(D/θ) is the likelihood of the data given the tree 

and P(D) is the probability of the data (can be calculated as a marginal 

probability and serves as a normalizing constant, i.e. the sum of the 
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posterior probabilities is 1). The posterior probabilities can be 

approximated by a Markov Chain Monte Carlo (MCMC) approach 

(Hastings, 1970; Metropolis et al., 1953) that performs a random walk 

through the parameter space, randomly modifying the parameters (e.g. 

the tree topology, a branch length or a substitution model parameter) 

accepting or rejecting proposed moves based on their posterior probability. 

If the new posterior computed is larger than the current one, the proposed 

move is taken, otherwise depending on the level of decrease the move is 

rejected or accepted; therefore, the Markov chain visits the different 

regions in the parameter space proportionally to their posterior 

probability. 

3.2.2.43.2.2.43.2.2.43.2.2.4 Neighbor Neighbor Neighbor Neighbor –––– Joining Joining Joining Joining    

NJ (Saitou and Nei, 1987) exploits the concept of minimum evolution 

(Rzhetsky and Nei, 1993), i.e. at each step the topology with the minimum 

total branch length is preferred. The NJ algorithm is a star-decomposition 

algorithm, i.e. the initial tree is a star-like topology that does not however 

guarantee that the optimal tree topology will be found (greedy algorithm) 

given that it is prone to converge over a local rather than a global maxima. 

NJ is a distance-based, tree building algorithm like UPGMA that 

nonetheless overcomes the limitation of assuming a constant evolutionary 

rate for all lineages. This property is very important, and can efficiently 

avoid converging over the wrong tree topology in case of different 

evolutionary rates (i.e. the ultrametric condition does not apply); instead 

of selecting simply the taxa with the minimum distance d(x,y) (that might 

well not be true neighbouring taxa, see Figure 3.2), NJ builds a new 

distance matrix (that corrects for different rates) by subtracting from 

d(x,y) distance the average distances of the two taxa x and y to all the 

other taxa. The pseudo-code describing the NJ algorithm is given below: 
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Algorithm:Algorithm:Algorithm:Algorithm: Neighbor-Joining. 

Define:Define:Define:Define:    
Dij = dij – (ri + rj), where 

 
 
 
 

 
|L| denotes the size of the set L of leaves, and dij is the distance between taxa i and j. 
 
Initialization:Initialization:Initialization:Initialization:    
Define T to be the set of leaf nodes, one per sequence, and set L = T. 

 
Iteration:Iteration:Iteration:Iteration:    
Pick a pair i, j in L for which Dij is minimal. 

Define a new node k, and set dkm = ½ (dim + djm – dij) for all m ∈ L. 

Add k to T, with edges of lengths dik = ½ (dij + ri – rj), djk = dij – dik, 

joining k to i and j respectively. Remove i, j from L and add k. 

 
Termination:Termination:Termination:Termination:    
When L consists of two leaves, i and j, add the remaining edge between them, with length 
dij. 

 

          Source: (Durbin et al., 1998). 

  

3.2.2.53.2.2.53.2.2.53.2.2.5 Maximum LikelihoodMaximum LikelihoodMaximum LikelihoodMaximum Likelihood    

As mentioned earlier, the aim in a maximum likelihood approach is to 

maximize the likelihood of a tree P (data|tree), i.e. the probability of the 

data given a tree topology and a model of evolution (see next section). For 

a set x of n sequences xi, for i = 1…n, given a model of evolution, the aim is 

two-fold: (1) to search through all the possible tree topologies T with the n 

sequences assigned at the corresponding leaves of the tree and (2) to 

search over all possible branch lengths t, with the objective of finding the 

maximum likelihood tree, i.e. the tree with topology T and branch lengths 

t that maximizes P ( x | T, t ). 

 In the case of two sequences x1 and x2, there is only one possible 

rooted tree topology T, therefore the likelihood of the tree will vary 

relative to the branch lengths t1 and t2. In this example, let x1, m and x2, m 

denote the residues at the mth site of the two sequences. Assigning a 

residue α to the root of the tree, we can calculate the probability (qα) of 

1

| | 2
i ik

k L

r d
L ∈

=
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having α at the root of T and of having substitutions of α by x1, m and x2, m, 

as follows: 

 

 

 

In a second step, in order to calculate the probability of generating 

x1, m and x2, m residues at the two leaves of T, we have to sum over all 

different possible values of α, since we do not have any prior knowledge of 

what the residue at the root of the tree is: 

 

 

 

The final step is to calculate the full likelihood over the entire length (M) 

of the two sequences x1 and x2: 

 

 

 

 

In order to calculate the probability P(z|y,t) of a sequence z arising 

from an ancestral sequence y over the branch length t, we need a model of 

evolution that describes how residues are substituted by others. Details of 

such evolutionary models will be discussed in the next section. It can be 

shown that given a transition-probability matrix P(t) = eQt that determines 

the probability that a given residue α will become b after time t (Q denotes 

the substitution-rate matrix that determines the rate of change between 

pairs of nucleotides in an infinitely small time interval dt), we can 

compute the maximum likelihood estimate (MLE) of a given branch length 

t, i.e. the value of t that maximizes the likelihood of the tree. 

 For example, in the case of two hypothetical nucleotide sequences x1 

and x2, each 95 nucleotides long with 9 different nucleotides, exploiting the 

simplest evolutionary model of Jukes and Cantor (Jukes and Cantor, 

1969) (see next section for details) the MLE of the branch length between 

x1 and x2 can be estimated (Figure 3.3) applying an expectation 
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maximization (EM) algorithm. Generally in the case of n sequences x1, …, 

xn with m residues, the probability of generating those residues at the n 

leaves of T with branch lengths t can be calculated by taking the product 

of the probabilities of substitutions on all branches of the tree: 

 

 

 

 

 

 

where α(i) denotes the parent node of node i. Note that the sum is over all 

possible assignments of αk to non-leaf nodes k, i.e. nodes n+1 … 2n–1. The 

above probability can be calculated pursuing a post-order traversal (i.e. 

leaves → root direction) of the tree, exploiting the pruning algorithm 

introduced by Felsenstein (Felsenstein, 1981). If the residue at node k is α 

then the probability of all the leaves below k is P (Lk|α). Having computed 

the probabilities P (Li|b) and P (Lj|c) of all b and c, at the daughter nodes 

i and j of k, the probability P (Lk|α) can be calculated as follows: 

 

Algorithm:Algorithm:Algorithm:Algorithm: Maximum-Likelihood (Felsenstein). 

Initialise:Initialise:Initialise:Initialise: 

Set:::: k = 2n – 1.  

Recursion:Recursion:Recursion:Recursion:    Compute    P (Lk|α) for all α as follows: 

If k is leaf node: 

 Set P (Lk|α) = 1 if α  = xk,m, (Lk|α) = 0 if α ≠ xk,m. 

If k is an internal node: 

Compute P (Li|α) and P (Lj|α) for all α at the daughter nodes i and j, and set: 

 

(3.1) 
 
 

Termination:Termination:Termination:Termination:    

Likelihood at site m: 

 
  
      

                Source: (Durbin et al., 1998). 
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Assuming that all M sites are independent, the full likelihood is: 
 
 

 

 

Note that the pruning algorithm of Felsenstein’s calculates 

successively the probabilities of the data on each subtree of the tree 

topology T. Therefore it is crucial to sum over all the ancestral states of a 

node only after having done so for all of its child nodes. In equation 3.1, 

the two terms represent the probability that residue α will become b (or c) 

over the branch length ti (or tj) times the probability of observing the tips 

of node i (or j) given the state b (or c), summed over all possible states b (or 

c). 
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Figure 3.3: The log likelihood P(x1,x2|T,t) for two sequences x1, x2
with 9 different nucleotides (nt) and a total length of 95nt, 
exploiting the Jukes and Cantor model. The MLE (0.10128) of the 
branch length is shown. 
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3.2.33.2.33.2.33.2.3 Nucleotide substitution modelsNucleotide substitution modelsNucleotide substitution modelsNucleotide substitution models    

Generally, DNA sequences derived from a common ancestor will, over 

time, gradually diverge due to substitution of their nucleotides. The 

distance between two sequences reflects the expected number of nucleotide 

substitutions per site, and assuming a constant over time evolutionary 

rate, the distance is a linear function of the time of divergence. The 

simplest estimate of the distance between two sequences is the proportion 

(p) of sites at which the two sequences differ. For example for two 

sequences, each 100nt long with 20 different sites, p = 20% = 0.2. However 

because over time, the two sequences will accumulate more and more 

substitutions and some sites will have changed multiple times, the 

observed differences do not necessarily represent the true number of 

substitutions that have occurred since the divergence of the two 

sequences.  

Therefore, for sequences diverged long time ago, p underestimates 

the number of substitutions, since it does not take into account multiple 

substitutions (Figure 3.4). For that reason, more sophisticated and 

realistic evolutionary models have to be exploited in order to estimate 

more reliably the true evolutionary time elapsed since the divergence of 

two sequences, taking into account the various aspects of the dynamics 

dictating the substitutions of nucleotide residues. 

3.2.3.13.2.3.13.2.3.13.2.3.1 JukesJukesJukesJukes----CantorCantorCantorCantor model model model model    

The simplest evolutionary model (Figure 3.5), introduced by Jukes and 

Cantor (Jukes and Cantor, 1969), assumes that every nucleotide changes 

into any other nucleotide with exactly the same rate α. For two nucleotide 

residues i and j (where i, j = T, C, A or G), let qij denote the instantaneous 

rate of substitution of i by j. Those substitution rates for all 16 different 

combinations of nucleotide pairs can be represented in the form of a 

substitution-rate matrix Q : 
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Note that for any nucleotide i the total rate of substitution is 3α, and the 

order of nucleotides in the matrix is: T, C, A, G.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: An example of multiple substitutions at the same site 
for a set of two hypothetical sequences diverged from a common 
ancestral sequence (top). Only two observed substitutions (p = 0.2) 
are inferred, while the true number of substitutions is 10, i.e. 1.0 
substitutions per site. 
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qij dt represents the probability of i → j change over an infinitely small 

time interval dt. However in the case of biological sequences, we are more 

interested in longer time t (t > 0) periods, over which residue substitutions 

occur. In other words we want to estimate the transition probability pij (t) 

of i being substituted by j after time t. The 16 different transition 

probabilities pij(t) can be represented in the form of a transition-

probability matrix: 
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Figure 3.5: Three models of nucleotide substitution; JC (Jukes and Cantor, 
1969), K80 (Kimura, 1980) and F84 (Kishino and Hasegawa, 1989).Arrows of 
different thickness represent different substitution rates and circles of different 
size the different nucleotide equilibrium frequencies. 
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where: 
 

 
 
 

 
. 
 

 
 

Using the transition-probability matrix P(t) we can calculate over 

the time period t, the probability of nucleotide i having being substituted 

by j (Figure 3.6). Note that for t→∞, pr(t) = ps(t) = ¼, suggesting that the 

nucleotide equilibrium frequencies according to the JC model are qT = qC = 

qA = qG = ¼. In other words, after time t→∞, at every site of the sequence 

so many substitutions have occurred that the target nucleotide is random 

(i.e. with equal probability of observing any of the four nucleotides). 
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Figure 3.6: Jukes and Cantor model: transition probabilities pr(t) and ps(t) plotted against 
distance d (=3αt); d is expressed as the expected number of substitutions per site.  
Assuming that for any nucleotide, the total substitution rate is 3α (see substitution-rate 
matrix Q), if two hypothetical sequences are separated by time t (i.e. diverged from their 
common ancestor t /2 ago) the distance d between them is 3αt. 
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Under the JC model, for any nucleotide the total substitution rate is 3α, 

while the probability p of a nucleotide being different from the nucleotide 

of the ancestral sequence is: 

 
 
 

 
Consequently, if we know the proportion  of different sites between 

two sequences, we can estimate their distance: 

 
 
 
 

The above equation represents the MLE (Figure 3.3) of the distance 

between the two sequences. Note that if two sequences are different in 

over 75% of their sites, the above estimate is not applicable, since their 

estimated distance becomes infinite. 

3.2.3.23.2.3.23.2.3.23.2.3.2 Kimura Kimura Kimura Kimura –––– 2 parameter model 2 parameter model 2 parameter model 2 parameter model    

The JC model fails to capture a very important parameter driving the 

dynamics behind nucleotide substitutions; purine to purine (A ↔ G) or 

pyrimidine to pyrimidine (T ↔ C) substitutions (i.e. transitions) occur 

more frequently than substitutions between purines and pyrimidines (A,G 

↔ G,C), i.e. transversions. A slightly more complex model of nucleotide 

substitutions that accounts for different transition and transversion rates, 

was introduced by Kimura (Kimura, 1980). However this model is still far 

from realistic, since it assumes (as the JC model does) that the nucleotide 

equilibrium frequencies are equal. The substitution-rate matrix for the 

Kimura 2-parameter model (K80) is: 
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where α denotes the transition and β the transversion substitution rates, 

respectively. Note that the distance d between two sequences is now (α + 

2β)t, and the total substitution rate for each nucleotide is α + 2β. In a 

similar principle to the one used for the JC model, it can be shown that the 

estimate of the distance between two sequences is: 

 
 
, 
 

 
where S and V are the fractions of transitions and transversions in the 

alignment of two sequences, respectively. Exploiting the K80 model with 

transition/transversion rate (k = 0.75), for the same example of the two 

sequences (each 95nt long with 9 different nucleotides) used in Figure 3.3, 

the MLE of their distance is 0.10136, (JC distance = 0.10128); note that 

the K80 model with k = 0.5 reduces to the JC model, giving the same 

distance estimate.  

3.2.3.33.2.3.33.2.3.33.2.3.3 F84 modelF84 modelF84 modelF84 model    

A more sophisticated model (F84) of substitution with five free 

parameters, allowing different transition and transversion substitution 

rates ( α ≠ β ), as well as different nucleotide equilibrium frequencies (qT ≠ 

qC ≠ qA ≠ qG) was proposed by Felsenstein; this model is the one exploited 

by the DNAML module of the PHYLIP package (Felsenstein, 1989) and 

the transition probabilities for this model were firstly described by Kishino 

and Hasegawa (Kishino and Hasegawa, 1989). The F84 model reduces to 

the K80 model for qT = qC = qA = qG, and the JC model for 2α = β and qT = 

qC = qA = qG. 

3.2.3.43.2.3.43.2.3.43.2.3.4 Substitution rate variationSubstitution rate variationSubstitution rate variationSubstitution rate variation    

So far all the evolutionary models discussed rely on a very simplifying 

assumption; each site in the sequence is evolving with the same rate, i.e. a 

single substitution matrix describes all the different nucleotide sites. 

However in biological sequences, this assumption rarely holds; for 

( ) ( )1 1
ln 1 2 ln 1 2
2 4

d S V V
∧
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example, in the case of protein coding genes for each codon there are three 

different nucleotide positions, i.e. position 1, 2 and 3, and because of the 

genetic code degeneracy each position is under different mutational 

pressure. In the case of RNA coding genes, secondary loop and stem 

structures evolve with different substitutions rates. Therefore, assuming a 

single evolutionary rate across all the nucleotide sites underestimates the 

true distance between two sequences. 

 The rate variation among sites can be approximated by a statistical 

distribution, in which case the rate r for any site is a random variable 

drawn from that distribution. It has been shown that the rate variation 

among sites approximates the gamma distribution (Yang, 1994; Yang, 

1996): 

 
 
 

 

for 0 < r, α, β < ∞, where α and β are the shape and the scale parameters, 

respectively. The mean of the distribution is E(r)=α / β  and  the variance 

var(r) = α /  β 2. The rate variation among sites is inversely correlated with 

the α parameter (Figure 3.7): 

 

� If α ≤ 1, then most sites have very low substitution rates, and very 

few have very high rates, 

� if α → ∞, then all sites have the same rate, 

� if α > 1, then most sites have intermediate rates and few sites have 

either very high or very low rates. 

 

I will give an example showing that ignoring the rate variation among 

sites, leads to underestimation of the true distance between two 

sequences. Considering again the hypothetical sequences (length: 95nt, 

mismatches: 9nt) discussed in the Maximum Likelihood section above, the 

JC distance with the α parameter set to 0.5 (i.e. most sites have very low 
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substitution rate), is 0.11627, much higher than the JC distance (= 

0.10128) ignoring the rate variation among sites. 

 

 

 

 

One way of estimating the different substitution rates of different 

sites in a multiple-alignment of sequences, is to treat the unknown ri rate 

of each site i as the hidden state and the residues of each column in the 

alignment as the observed state in a Hidden Markov Model (HMM). With 

a HMM implementation, we can estimate the most probable state (i.e. 

rate) path that best describes the data. Defining the number of expected 

number k of different rates ri and a prior probability distribution that 

determines the probabilities of occurrence of each rate, we can infer for 

each site i the most probable rate ri. An EM technique, e.g. the Baum-

Welch algorithm (Baum, 1972) can be used to estimate the parameters 

(i.e. emission and transition probabilities) of the HMM and a dynamic 

Figure 3.7: Gamma distribution g (r, α, β); probability densities for different values of 
the α parameter. In this example, α = β. The mean of the distribution is E(r)=α / β = 1 
and  the variance var(r) = α /  β 2 = 1/α.  

0

0.5

1

1.5

2

0 0.5 1 1.5 2 2.5 3

Rate (r )

P
ro
b
. 
D
e
n
s
ity
 g
(r
)

α=20

α=5

α=2

α=1

α=0.2



3.2.3.5 Parameter estimation  105 

programming approach, e.g. the Viterbi algorithm (Viterbi, 1967) can be 

used to estimate the most probable rate path (Figure 3.8). For details 

about the Viterbi and the Baum-Welch algorithm refer to chapter 2. A 

HMM-based implementation for inferring different rates of evolution at 

different sites, was introduced by Felsenstein and Churchill (Felsenstein 

and Churchill, 1996) and implemented in the DNAML module of the 

PHYLIP package (Felsenstein, 1989). 

 

 

 

 

3.2.3.53.2.3.53.2.3.53.2.3.5 Parameter estimationParameter estimationParameter estimationParameter estimation    

Although the Maximum Likelihood method can produce a very reliable 

tree topology with all the parameters (e.g. node/branch order and branch 

length) optimized, in the case of a large number of sequences it can be very 

Figure 3.8: An example of four hypothetical sequences, each 8nt long. 
Each nucleotide site evolves under a different substitution rate (r1 > 
r2 > r3). Assuming that there are k (=3) different substitution rates, 
implementing a Hidden Markov Model (HMM) approach, we can infer 
the most likely rate ri for each site. 
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computationally intensive. The overall aim is two-fold; search through all 

the possible tree topologies and then for each topology compute the 

maximum likelihood estimate of its branch lengths. Although the ML 

method is not applicable in the case of a large number of sequences, 

searching for the ML tree for a set of four (nucleotide or protein) sequences 

is a very straight forward computation (15 different rooted tree topologies).  

This concept is exploited by the quartet puzzling algorithm 

(Strimmer and von Haeseler, 1996) and implemented by the TREE-

PUZZLE software (Schmidt et al., 2002). The quartet puzzling algorithm 

consists of three steps: 1. All possible quartet ML trees are reconstructed 

(ML step), 2. The quartet trees are repeatedly combined to an overall 

intermediate tree (puzzling step) adding sequences step-wise (with 

multiple input orders), 3. In the consensus step, a majority rule consensus 

of all intermediate trees is constructed.  Because the quartet puzzling 

algorithm is efficiently fast, the parameters e.g. the α shape-parameter of 

the gamma distribution for among site rate variation, the 

transition/transversion rate and the nucleotide frequencies can be 

accurately estimated from the data, prior to the tree building (e.g. NJ or 

ML) method. 

 Using the whole-genome sequence alignment of the 15 (11 

Salmonella and four outgroup strains) reference genomes, built by the 

MAUVE method, and running the TREE-PUZZLE algorithm the 

parameters of the evolutionary model were estimated from the data (Table 

3.4). The multiple sequence alignment and the estimated model 

parameters were fed into the NEIGHBOR and the DNAML modules of 

PHYLIP (Felsenstein, 1989) to build the Neighbor-Joining and the 

Maximum Likelihood tree topology of the dataset, respectively. 
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Table 3.4: Evolutionary model parameters, estimated from the data, by the TREE-
PUZZLE method, exploiting a whole-genome based multiple sequence alignment of 11 
Salmonella and four outgroup strains. 

Model of substitutionModel of substitutionModel of substitutionModel of substitution    HKY85 (Hasegawa et al., 1985) 

Expected transition/transversion ratioExpected transition/transversion ratioExpected transition/transversion ratioExpected transition/transversion ratio    2.22 

Expected pyrimidine transition/purine transition ratioExpected pyrimidine transition/purine transition ratioExpected pyrimidine transition/purine transition ratioExpected pyrimidine transition/purine transition ratio    1.01 

A-C rate 1.00000 

A-G rate 4.38068 

A-T rate 1.00000 

C-G rate 1.00000 

C-T rate 4.38068 

Rate matrix RRate matrix RRate matrix RRate matrix R    

G-T rate 1.00000 

pi(A) 23.9% 

pi(C) 26.2% 

pi(G) 26.0% 

Nucleotide frequenciesNucleotide frequenciesNucleotide frequenciesNucleotide frequencies    

pi(T) 23.9% 

α = 0.26, S.E. 0.00 

Number of Gamma rate categories: 4 

Category Relative rate 

1 0.0008 

2 0.0696 

3 0.5975 

4 3.3321 

Gamma distributionGamma distributionGamma distributionGamma distribution    ––––     alpha alpha alpha alpha parameter parameter parameter parameter    

Categories 1-4 approximate a continuous 
Gamma-distribution with expectation 1 and 
variance 3.87. 

Number of puzzling steps 1000 

Analysed quartets 1365 

Fully resolved quartets 1365 

Partly resolved quartets 0 

Quartet PuzzlingQuartet PuzzlingQuartet PuzzlingQuartet Puzzling    
    

Unresolved quartets 0 

 

 

 

3.2.43.2.43.2.43.2.4 Relative time of HGT eventsRelative time of HGT eventsRelative time of HGT eventsRelative time of HGT events    

In order to differentiate more reliably gene loss from gene gain (HGT) in 

the Salmonella lineage, a genomic dataset of three E. coli (MG1655, 

EDL933, CFT073) and one S. flexneri strain was used; those four genomes 

form the outgroup lineage in the reference tree topology. For example a 

gene that is present in the Salmonella lineage and absent from E. coli 
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MG1655 might well be either a true HGT in the former or deletion in the 

latter. However, if for example, the same gene is also present in E. coli 

EDL933 and E. coli CFT073 then we can infer more reliably that this 

event probably represents a deletion (in E. coli MG1655) rather a true 

HGT in the Salmonella lineage. Conversely, a sequence that is confined to 

one lineage is more likely to have been horizontally acquired than to have 

been deleted independently from multiple lineages (Lawrence and 

Ochman, 1998). 

In a parsimony model the least complex (i.e. with the lowest cost) 

interpretation of an observation is always favoured; in our case this is the 

minimum number of events or changes within a phylogenetic tree that can 

explain the current state of phylogenetic relationships between the taxa 

compared. 

In the current analysis, the tree topology was used as the reference 

phylogenetic history of the 15 genomes compared, and genes present in 

three representative S. enterica strains (i.e. Typhi CT18, Paratyphi A 

SARB42 and Typhimurium LT2) were distributed on increasing depth 

branches of the phylogenetic tree. For example, in the case of CT18, a gene 

X in CT18 that has orthologs only in TY2 and the four outgroup genomes, 

is more likely to represent an independent HGT event in the parent node 

of CT18 and TY2, rather than the result of multiple deletions in the other 

nine genomes (Figure 3.9 A). Similarly, a gene X in CT18 that has no 

ortholog in the four outgroups and the S. bongori genome but has 

orthologs in the other nine genomes is more likely to have been acquired 

on the branch predating the divergence of S. enterica from S. arizonae. 

(Figure 3.9 B). 

The algorithm for inferring the most likely relative time of 

acquisition of a PHA gene in the Salmonella lineage, taking into account 

the most parsimonious sequence of events, is summarized in the following 

pseudocode. 
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Algorithm:Algorithm:Algorithm:Algorithm: Maximum Parsimony for inferring the relative time of HGT events. 

DefDefDefDefine:ine:ine:ine:    k is the number of the node. α is the state of k (“0” or “1” for gene absence or 
presence, respectively). 

 

A. Ancestral state reconstruction: A. Ancestral state reconstruction: A. Ancestral state reconstruction: A. Ancestral state reconstruction:     

IterationIterationIterationIteration    (post-order tree traversal, i.e. leaves → root direction)::::    

If k is a leaf node: 

 Set Sk  =α. 

If k is an internal node: 

 Compute Si and Sj for all α at the daughter nodes i and j, of k. 

 Sk : 

 For α =0, compute: 

  A= |α – Si|+|α – Sj| (1) 

 For α =1, compute: 

  B= |α – Si|+|α – Sj| (2)   

 if (A<B) then set Sk  =0 

 elsif (A>B) then set Sk  =1 

 else set Sk  =[0,1] 

Note: In case of equally parsimonious ancestral states, i.e. Sx = [0,1] then compute (1) and 
(2) for both states of Sx. 

Termination:Termination:Termination:Termination:    

If k = 2n –1, where n is the number of taxa. 

 

B. B. B. B. Relative time of acquisition inference:Relative time of acquisition inference:Relative time of acquisition inference:Relative time of acquisition inference:    

For all k in the node path leading from the root of the tree to the node of the reference 
genome: 

If Sk =1 then set t* =k, (break loop). 

else k – –; 

where t* denotes the relative time of HGT in the Salmonella lineage (relative to the 
reference genome). 

 

This algorithm consists of two parts; in the first part (A), the ancestral 

states of gene presence/absence are reconstructed in a post-order tree 

traversal, starting from the leaves moving towards the root of the tree. If 

the presence (or absence) of a gene X on ancestral branches can be 

unambiguously inferred, a state character 1 (or 0) is assigned on the node 

following the corresponding branch; alternatively both state characters (1, 

0) are assigned. In the second part (B) of this algorithm, for each reference 

genome the relative time of acquisition of the gene in question is inferred 

following the node path leading from the root of the tree to the node of the 

reference genome; the relative time of acquisition is assigned to be the 

first node (more specifically the parental branch of this node) of the 

reference path, for which a character state 1 has been assigned. 
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Figure 3.9: The phylogenetic distribution of a hypothetical gene X, present only in the 
four outgroups and the two Typhi genomes (A). The phylogenetic distribution of a 
hypothetical gene X, absent from the four outgroups and the Bongori genome (B). In 
the columns below the tree topology the presence or absence of the gene X is shown as 
“1” and “0” respectively. On each node, the inferred ancestral state that gives the 
minimum cost is shown in a binary fashion, i.e. [1] or [0]. In case of equally 
parsimonious ancestral states, both possible states are assigned to each node. In the 
first case, the inferred relative time of insertion is the branch predating the Typhi 
node, while in the second case it is the branch predating the divergence of S. enterica
from S. arizonae. 
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3.2.53.2.53.2.53.2.5 Compositional analysisCompositional analysisCompositional analysisCompositional analysis    

In order to monitor the level of amelioration with respect to the inferred 

relative time of insertion for each gene in each of the three query genomes, 

the overall as well as the codon-position specific G+C content was 

calculated. The G+C content of the second codon position is generally very 

constrained to similar values across species (Lawrence and Ochman, 

1997), given that most possible nucleotide substitutions would result in a 

change in the encoded aminoacid residue (non-synonymous substitutions); 

therefore calculating the codon-position specific G+C content increases the 

compositional resolution.  

Furthermore in order to increase the sensitivity of capturing 

compositionally deviating genes (genes that do not deviate in terms of G+C 

content but show higher order compositional bias), I implemented the 

Interpolated Variable Order Motifs (IVOMs) method (Vernikos and 

Parkhill, 2006). In order to differentiate horizontally acquired from highly 

expressed genes that can also deviate compositionally, I also performed a 

CAI analysis (for details refer to section 1.3 of the introduction), 

measuring the adaptation of each gene to the codon usage of a reference 

set of highly expressed genes, proposed by Sharp and Li (Sharp and Li, 

1986). 

3.2.63.2.63.2.63.2.6 OrthologoOrthologoOrthologoOrthologouuuussss genes genes genes genes    

In order to identify orthologous genes, each genome in the reference 

dataset was compared against all the other genomes, by means of best 

reciprocal FASTA (Pearson, 1990) approach; overall an all-against-all 

comparison of 67,553 genes was performed (details of the best reciprocal 

FASTA algorithm are given in section 2.2.5 of chapter 2). The results were 

manually curated taking into account the syntenic relationship among the 

putative orthologs by visualizing the comparison using ACT (Carver et al., 

2005). 
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3.33.33.33.3 ResultsResultsResultsResults    

3.3.13.3.13.3.13.3.1 Time distribution of PHA genesTime distribution of PHA genesTime distribution of PHA genesTime distribution of PHA genes    

In order to construct the tree topology that best describes the phylogenetic 

history of the strains studied in this analysis, I implemented the Neighbor 

Joining (Saitou and Nei, 1987) and the Maximum Likelihood (Felsenstein 

and Churchill, 1996) method, exploiting three different models of 

nucleotide substitution, namely JC, K80 and F84. Both (NJ and ML) 

methods resulted in identical tree topology illustrated in Figure 3.10. 

These data suggest that using whole-genome sequence information the 

true phylogeny of the organisms at hand can be captured reliably (see 

discussion for more details).  

For each of the three query genomes the total number of PHA 

genes, as well as their relative time of insertion was inferred (Appendix B, 

C and D). The results are summarized in Table 3.5 and Figure 3.10. Using 

each of the three query genomes, on the branches prior to nodes 1, 2 and 3, 

I inferred similar numbers of PHA genes for the corresponding relative 

time of insertion (for the sake of simplicity, from this point on I will refer 

to the branch prior to node X as branch X). The different number of PHA 

genes is principally due to small differences in the number of genes in 

each genome (insertions, deletions, gene-remnants) as well as differences 

in the genome annotation.  

From this point on I assign on branches 1, 2 and 3 the intersection 

of the respective number of genes determined on each branch using each 

one of the three query genomes. Overall, this reciprocal FASTA analysis 

suggests that approximately 2,500 orthologous genes form a core gene set 

shared by all the 11 Salmonella strains; this number reduces to 

approximately 2,000 orthologous genes shared by the E. coli, S. flexneri 

and Salmonella strains, used in this study (Figure 3.11). Interestingly this 

figure is very close to the 2,049 native genes in  the γ-Proteobacteria, 

proposed by Daubin and Ochman (Daubin and Ochman, 2004). 
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Figure 3.10: Numerical and functional distribution of PHA genes. The cladogram (main) shows 
the phylogenetic relationship between the 15 genomes used in this study, ignoring branch 
length. The topology of the tree is based on whole-genome sequence alignment. For the true 
phylogenetic distance with the respective branch lengths drawn to scale refer to the phylogram 
detailed in the inset of this figure; the phylogram is built using the ML method exploiting the
F84 model. Numbers within parenthesis (main) reflect the number of PHA genes. Pie charts on 
each branch represent the functional classification of genes based on the colour-class detailed 
in the key. The non-phage functional class (black and white diagonal hatching) was introduced 
to classify CDSs without colour-coded functional classification in their annotation; those CDSs 
assigned into the "non-phage" pseudo-class represent CDSs that belong to any of the thirteen 
functional classes apart from the phage class. Numbers of genes on branches 1, 2 and 3 reflect 
the intersection of the respective number of genes determined on each branch using one of the 
three query genomes; the same applies for genes assigned to branch 4[TS]. 
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Table 3.5: A list of PHA genes, and their inferred relative time of insertion. 

S. typhiS. typhiS. typhiS. typhi CT18 CT18 CT18 CT18    S. paratyphi S. paratyphi S. paratyphi S. paratyphi A SARB42A SARB42A SARB42A SARB42    S. typhimuriumS. typhimuriumS. typhimuriumS. typhimurium LT2 LT2 LT2 LT2    

Relative time of Relative time of Relative time of Relative time of 
insertioninsertioninsertioninsertion    

PHAPHAPHAPHA    
genesgenesgenesgenes    

Relative time of Relative time of Relative time of Relative time of 
insertioninsertioninsertioninsertion    

PHAPHAPHAPHA    
genesgenesgenesgenes    

Relative time of Relative time of Relative time of Relative time of 
insertion insertion insertion insertion     

PHAPHAPHAPHA    
genesgenesgenesgenes    

Branch 1 493 Branch 1 434 Branch 1 473 

Branch 2 124 Branch 2 120 Branch 2 128 

Branch 3 316 Branch 3 268 Branch 3 249 

Branch 4 [TS] 62 Branch 4 [TS] 48 Branch 4 [NTS] 109 

Branch 5 [STY] 343 Branch 5 [SPA] 141 Branch 5 [STM] 228 

Branch CT18 76 Branch SARB42 0 Branch LT2 84 

Total 1,414 Total 1,011 Total 1,271 

 

 

This analysis revealed a surprisingly high number of 434 PHA 

genes inserted at the base of the Salmonella lineage (branch 1). Based on 

two independent previous studies (Doolittle et al., 1996; Ochman and 

Wilson, 1987) the divergence of the E. coli and Salmonella lineage 

occurred approximately 100-140 Myr ago. Consequently putative HGT 

events on branch 1 represent ancient insertions, close to the divergence of 

these two lineages and include 76 coding sequences (CDSs) of “ancient” 

SPIs such as SPI-5, SPI-4, a part of SPI-2 (ttr-region), SPI-9, SPI-1 and a 

part of SPI-3 (magnesium transport ATPase – mgt region).  

The cob operon of S. enterica, which encodes vitamin B12 

biosynthesis, has been previously shown to be horizontally acquired in the 

Salmonella lineage following its divergence from the E. coli lineage 

(Lawrence and Roth, 1995; Lawrence and Roth, 1996). In a later study,  

Lawrence and Ochman (Lawrence and Ochman, 1997) showed, using a 

model of reverse amelioration, that the cob operon was probably 

introduced into the Salmonella lineage 71 Myr ago. The current analysis 

assigned the cob operon to branch 2 which predates the divergence of S. 

arizonae from the S. enterica lineage. Based on the data available, we can 

infer that the divergence of S. arizonae from the S. enterica lineage 

occurred approximately 100-71 Myr ago, and further suggest that the 120 
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inferred PHA genes assigned to branch 2 have an absolute time of 

insertion of the same order of magnitude. 

 

 

On branch 3 (S. enterica lineage), there are 249 inferred PHA genes. 

On this branch are found SPIs that are restricted to the S. enterica 

lineage, such as part of SPI-3 (3’ end), part of SPI-10 (fimbrial-sef operon), 

SPI-6, SPI-16 and SPI-17. Finally on more recent branches, i.e. branch 

5[STY] (STY: S. typhi), branch 5[SPA] (SPA: S. paratyphi A), branch 5[STM] 

(STM: S. typhimurium) and strain-specific genes, (relative to each of the 

three query genomes), I have inferred a significant number of putative 

HGT events which are mainly dominated by CDSs that belong to 

annotated prophage structures (discussed in more detail below). 

3.3.23.3.23.3.23.3.2 Functional analysFunctional analysFunctional analysFunctional analysis of PHA genesis of PHA genesis of PHA genesis of PHA genes    

Implementing a classification of 14 functional classes, listed in Figure 

3.10, each of the PHA genes, with a given relative time of insertion, was 

Figure 3.11: Venn diagram illustrating the orthologous 
genes shared between all the 11 Salmonella strains (bold 
circle in the middle) and the genomes of E. coli MG1655, E. 
coli EDL933, E. coli CFT073 and S.  flexneri 2a 301. The 
number highlighted in bold, represents the total number of 
orthologous genes (core genes) shared between the 15 
genomes used in this study. 
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assigned into one of the 14 colour-coded functional classes. The results are 

summarized, via pie charts assigned to each branch, in Figure 3.10. 

Overall, from this functional classification, it is clear that PHA genes on 

branches 1-3, branch 4[TS] (Typhoidal Salmonella) and branch 4[NTS] (Non-

Typhoidal Salmonella) show a wide distribution over almost all the 13 

functional classes (e.g. cell-surface, regulation, central metabolism, 

pathogenicity), while gene-remnants/pseudogenes are mainly restricted to 

recently diverged lineages, i.e. the S. enterica species. Moreover CDSs that 

belong to annotated structures of prophages (light pink-coloured 

functional class) are predominant in very recent lineages (i.e. on branches 

5[STY], [SPA], [STM], or strain-specific CDSs). 

On branch 4[TS], which predates the Typhi-Paratyphi A divergence, 

overall 24% of PHA genes have unknown function, 26% encode cell 

surface-related components, 11% are remnants/pseudogenes and 24% are 

related to pathogenicity or adaptation. Also on this branch are the CDSs of 

a 8.5kb, previously uncharacterized, Genomic Island (GI) at position 

2187521-2195992bp, of very low G+C (36.29%) content that encodes 16 

CDSs (STY2349-STY2364 in CT18) of unknown function, without 

significant similarity with previously annotated CDSs. Furthermore, this 

novel GI does not have any of the “classical” GI-related features e.g. 

direct/inverted repeats, integrase gene or insertion adjacent to RNA locus. 

Details about the composition of this putative GI and other genes assigned 

to branch 4[TS] will be discussed in the following section. 

The functional analysis of the PHA genes assigned to recent 

branches (branches 5[STY], [SPA], [STM] and strain-specific) is in line with a 

previous study focused on E. coli MG1655 showing that IS elements and 

prophage remnants represent mostly very recent insertion events in 

MG1655 (Lawrence and Ochman, 1998); the same study suggests that 

very few acquired DNA sequences are maintained for more than 10 Myr in 

the genome of E. coli MG1655. In the current study, there is no complete-

intact prophage structure, inserted at the base of Salmonella lineage that 

is present in all the 11 Salmonella strains or even prophages inserted in 
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the S. enterica lineage that are shared between the Typhi, Paratyphi A 

and the Typhimurium strains. Using Typhi CT18 as a query genome, on 

branch 5[STY], 67% (231) of PHA CDSs belong to prophage structures, while 

93% (71) of CT18-restricted PHA CDSs are of phage origin. Similarly, in 

the case of Typhimurium LT2, 57% and 98% of PHA genes that are on 

branch 5[STM] and LT2-restricted, respectively, belong to annotated 

prophage structure. In the lineage of Paratyphi A, 85% of PHA CDSs 

acquired on branch 5[SPA] are of phage origin; interestingly there are no 

SARB42-specific CDSs relative to Paratyphi A AKU_12601. 

In a previous study, Thomson et al. (Thomson et al., 2004) provided 

data showing that many prophage structures present in Typhi CT18 are 

predicted to be Typhi-specific, further suggesting that these 

bacteriophages have a level of specialization for their host and play a key 

role in generating genetic diversity in the S. enterica lineage. Moreover 

the same authors suggested that Typhi has indeed a unique pool of 

prophage elements that distinguish it from other serovars, in contrast 

with the Salmonella specific SPIs which show a wider distribution within 

the Salmonella lineage (Ochman and Groisman, 1996). 

Generally in microbial genomes, some PHA genes are retained over 

long evolutionary distances and therefore contribute to species 

diversification (Lawrence, 1999; Lawrence, 2001), while PHA genes that 

might be detrimental, or not advantageous for the host are rapidly 

removed (Lawrence et al., 2001; Lawrence and Ochman, 1998). 

Horizontally acquired DNA is more likely to be deleted than are native, 

core genes; for example, prophage structures often harbor direct repeats 

forming their endpoints i.e. phage attachment sites attL (left) and attR 

(right) that can, via homologous recombination, efficiently remove those 

“parasitic” elements. Furthermore, some prophage genes can be 

detrimental (e.g. the N gene of bacteriophage λ), neutral (e.g. integrases) 

or advantageous (e.g. immunity repressors) (Lawrence et al., 2001). Based 

on this model, parasitic-detrimental DNA sequence (e.g. prophage 

elements) is removed by sequential deletion over time. This bias of 
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deletion over insertion (Andersson and Andersson, 1999) can equilibrate 

HGT events, and this is further supported by the comparable genome size 

of closely related genomes (Bergthorsson and Ochman, 1998). Overall the 

current study suggests that indeed prophage structures are not retained 

for a long time in the Salmonella lineage, while complete, intact prophage 

structures represent very recent insertions in the Typhi, Paratyphi A and 

the Typhimurium lineage, which based on their impact (detrimental, 

neutral or advantageous) on the host, will eventually be retained or 

removed from those genomes. 

3.3.33.3.33.3.33.3.3 Compositional analysisCompositional analysisCompositional analysisCompositional analysis    

The aim of the compositional analysis in this study was to determine if 

there is any clear trend for genes assigned to relatively old branches in the 

reference tree topology to show sequence composition closer (compared to 

more recent insertions) to the average composition of the host genome, 

thus supporting the effect of amelioration as a time-dependent process. It 

should be noted that because this analysis is focused on the effects of the 

amelioration in the Salmonella lineage which diverged fairly recently from 

E. coli and the rest of the enteric bacteria, we expect to identify, if any, 

mild effects of the amelioration on the sequence composition of the gene 

datasets under study. For example, Daubin and Ochman (Daubin and 

Ochman, 2004) applying a similar approach on a much broader 

phylogenetic sample (the γ-Proteobacteria), showed a strong correlation 

between the G+C content and different phylogenetic depths in their 

reference tree topology. 

As a starting point for the compositional analysis of PHA genes, I 

applied the Alien_Hunter algorithm, which implements the Interpolated 

Variable Order Motifs (IVOMs) method (Vernikos and Parkhill, 2006), to 

the three query genomes, and performed a benchmarking analysis of its 

sensitivity versus the inferred relative time of insertion of PHA genes; the 

results are shown in Figure 3.12. Overall it can be concluded that the 

sensitivity of this HGT prediction method correlates strongly with the 
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relative time of insertion. Indeed, in all the three query genomes 

regression analysis showed a correlation (0.45≤ R2 ≤0.74) between the 

sensitivity and the relative time of insertion. For example, PHA genes 

inserted at the base of Salmonella lineage, e.g. on branch 1, can be 

identified with a False Negative (FN) rate of 0.55 while more recent 

insertions with a much lower FN rate of 0-0.2. It is worth noting that the 

high sensitivity of Alien_Hunter on very recent branches is in contrast 

with the drop in the IVOMs score distribution (Figure 3.13); the majority 

of the PHA genes assigned to these branches belong to prophage 

structures, consequently their clustering and not their composition should 

mainly explain the high sensitivity of this algorithm on these branches. It 

is important to note that the analysis of the sensitivity of this algorithm 

relies on the assumption that all the PHA genes identified in the current 

analysis are true horizontally acquired genes and the conclusions drawn 

about its performance are specific for this set of PHA genes. 

Calculating the G+C content, both overall and codon position 

specific, as well as higher order compositional biases, implementing the 

IVOMs method, the amelioration process versus the relative time of 

insertion of PHA genes was monitored (Figure 3.13, Figure 3.14). Using 

Typhi CT18 and Paratyphi A SARB42 as query genomes this analysis 

revealed that there is a clear correlation (R2 = 0.98 for branches 1-3, R2 = 

0.65 for branches 1-4[TS]) between the G+C content or the IVOMs score of 

PHA genes and the relative time of their insertion on the earlier branches; 

however, this strong correlation seems to “break down” in the case of very 

recent putative HGT events, i.e. insertions that took place after the 

divergence of Typhi and Paratyphi A lineages (Figure 3.13, Figure 3.14).  

For example genes assigned to branches 1 and 2 show an average 

G+C content of 51.4% and 50.6% respectively, close to the average gene 

G+C content of 53.2% and 53.3% (CT18 and SARB42 respectively). The 

same observation becomes much clearer when calculating higher order 

compositional biases (Figure 3.13). Based on the IVOMs score, genes on 

branches 1 and 2 have an average score of 0.06 and 0.063 respectively 
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while more recently acquired genes, i.e. on branches 3 and 4[TS] have a 

score of 0.072 and 0.093 respectively; the average, genome-wide IVOMs 

score in Typhi CT18 is 0.059. 

 

Figure 3.12: Sensitivity of the Alien_Hunter algorithm, which implements the IVOMs 
method, versus the inferred relative time of insertion of PHA genes for the three query 
genomes: S. typhi CT18 (top), S. paratyphi A SARB42 (middle), S. typhimurium LT2 
(bottom). The nodes on the X axis are scaled according to the respective branch lengths 
of the tree topology shown in the inset of Figure 3.10. Regression analysis is provided 
embedded within the three graphs; p-values: 0.04, 0.05 and 0.14 respectively.  
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Figure 3.13: Average score, taking into account higher order compositional biases, of 
putative horizontally acquired genes, versus the inferred relative time of insertion, in 
the three query genomes: S. typhi CT18 (top), S. paratyphi A SARB42 (middle), S. 
typhimurium LT2 (bottom). The score is calculated implementing the IVOMs method. 
The average score for the three query genomes is highlighted in red (the embedded 
dashed line is provided for ease of comparison). The nodes on the X axis are scaled 
according to the respective branch lengths of the tree topology shown in the inset of
Figure 3.10. 
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Figure 3.14 Average G+C content of putative horizontally acquired genes, versus the 
inferred relative time of insertion, in the three query genomes: S. typhi CT18 (top), S. 
paratyphi A SARB42 (middle), S. typhimurium LT2 (bottom).The average G+C content 
for the three query genomes is highlighted in red (the embedded dashed line is 
provided for ease of comparison). Error bars could not be visualized (the standard 
deviation is in the range of 0.05-0.08). The nodes on the X axis are scaled according to 
the respective branch lengths of the tree topology shown in the inset of Figure 3.10. 
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A similar observation can be made for Typhimurium LT2. More 

specifically, there is a very strong correlation (R2 = 0.89) between G+C 

content or IVOMs score and the relative time of insertion which breaks-

down on branches descendent of node 3 (Figure 3.13, Figure 3.14). More 

specifically, the average G+C content of genes assigned to branches 1, 2 

and 3, is 51.5%, 50% and 49.6% respectively while for genes on the branch 

4[NTS], the average G+C content is 49.7%. Similarly, using the IVOMs 

method, the corresponding scores for the four branches are: 0.059, 0.066, 

0.069 and 0.064 respectively. 

PHA genes assigned to branch 4[TS] on the Typhi-Paratyphi A 

lineage show a very strong compositional deviation, indicated both by their 

very low G+C content of 43.3% (gene average: 53.2%) and the IVOMs score 

of 0.093 (genome average: 0.059). Furthermore, the codon-position specific 

G+C content of genes assigned to branch 4[TS], deviates strongly (GC1 = 

49%, GC2 = 37%, GC3 = 43%) (Figure 3.15) from the expected values (GC1 = 

59%, GC2 = 41%, GC3 = 56%, respectively) based on the three linear 

equations (13, 14, 15) provided by Lawrence and Ochman (Lawrence and 

Ochman, 1997). Those three linear equations are based on the observation 

that the G+C% content at the three codon positions shows a linear positive 

correlation with the genomic (i.e. genome average) G+C% content, 

although with different rates of correlation (Muto and Osawa, 1987), 

Figure 3.15: 

 

GC1 = 0.615 × GCGenome + 26.9 

GC2 = 0.270 × GCGenome + 26.7 

GC3 = 1.692 × GCGenome + 32.3 

            Source: (Lawrence and Ochman, 1997). 

 

Therefore, the above linear equations can be used to infer the level 

of departure from those expected values of codon-position specific G+C% 

content and evaluate the level of amelioration of PHA genes; the codon-

position specific G+C% content of PHA genes that have been recently 
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horizontally acquired, follow the expected GC1, GC2 and GC3 values based 

on the GCGenome of their donor; on other hand PHA genes that have been 

acquired a long time ago, follow the expected GC1, GC2 and GC3 values 

based on the GCGenome of the their “new” host; PHA genes still undergoing 

the amelioration process are expected to fall somewhere in between. 

The G+C content of the second codon position is generally very 

constrained to similar values across species (Lawrence and Ochman, 

1997). Interestingly, genes assigned to branch 4[TS] in Typhi-Paratyphi A 

lineage show a significant deviation also in this compositionally well-

conserved codon position possibly suggesting a distantly related donor 

genome (Figure 3.15). 

 

 

Codon usage analysis revealed that genes on branch 4[TS] show a 

bias towards A+T rich codons (Figure 3.16). For example, the ‘AAA’ codon 

is overrepresented in CDSs of this branch, compared to its average 

Figure 3.15 Chi-square values of G+C content over the three codon positions, for genes 
assigned to lineages of increasing depth in the reference tree topology. Chi-square values 
are calculated using the expected G+C codon-position values derived from the three 
linear equations (13, 14, 15) provided by Lawrence and Ochman (Lawrence and Ochman, 
1997). At the right-bottom side of the figure, the correlation between genomic G+C 
content and G+C content at the three codon positions based on the data provided by Muto 
and Osawa (Muto and Osawa, 1987), is provided. Genes that are still under the 
amelioration process are expected to deviate from those expected values. The expected 
G+C content for each codon position in the Salmonella lineage is highlighted in red. 

GC of codon position (CT18)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

GC1 GC2 GC3

C
h

i-
s

q
u

a
re

n1

n2

n3

n4[TS]

n5[STY]

CT18

GC of codon position (SARB42)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

GC1 GC2 GC3

C
h

i-
s

q
u

a
re

n1

n2

n3

n4[TS]

n5[SPA]

GC of codon position (LT2)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

GC1 GC2 GC3

C
h

i-
s
q

u
a

re

n1

n2

n3

n4[NTS]

n5[STM]

LT2 0

20

40

60

80

100

20 30 40 50 60 70

GC% genome

G
C

%
 o

f 
c

o
d

o
n

 p
o

s
it

io
n

first

second

third



3.3.3 Compositional analysis  125 

frequency in the genome; the AAA codon (encoding lysine) has been 

previously shown to be overrepresented in highly expressed genes (Sharp 

and Li, 1987). To test further whether genes on this branch deviate 

compositionally due to their highly expressed pattern, rather than their 

alien origin, I performed a CAI analysis (summarized in Table 3.6). It can 

be clearly seen that genes on branch 4[TS] deviate compositionally from the 

genome background composition, more likely due to their alien origin, 

rather than their high rate of expression, representing the “left ear” in the 

“rabbit-like” codon bias vs CAI plot described in (Karlin et al., 1998).  

Indeed, genes on branch 4[TS] show an average CAI value of 0.221, 

significantly lower (p-value = 4.95 10-13) than the average gene CAI value 

(= 0.31) and much lower than the CAI values of highly expressed genes, 

e.g. ribosomal protein coding (CT18: 0.554, SARB42: 0.560, LT2: 0.561) 

and aminoacyl-tRNA synthetase genes (CT18: 0.437, SARB42: 0.453, LT2: 

0.434). Furthermore, the CAI analysis revealed that genes inferred in this 

study of being PHA do not show CAI values of highly expressed genes, and 

overall their CAI values are significantly lower (p-value = 3.75 10-74) than 

the average gene CAI values. 

Overall, using any of the three query genomes (CT18, SARB42, 

LT2) this analysis indicates that very recent acquisitions e.g. on branches 

5[STY], [SPA], [STM] seem to have been equally “ameliorated” with acquisitions 

on older branches e.g. branches 1, 2; moreover, in the case of LT2 genome, 

strain specific acquisitions (see LT2 branch) show sequence composition 

very close to the genome composition. Very recent acquisitions are 

expected to deviate strongly from the host backbone composition, unless 

the donor is very close compositionally to the host. Amelioration, a time-

dependent process, can not have significantly affected their sequence 

composition, which should still reflect mostly the donor rather than the 

host specific compositional signature. However, recent acquisitions 

identified in this study either show very close composition to the host 

backbone composition, for example PHA genes on LT2 branch have an 

average G+C content of 53.26% very close to the gene average G+C of 
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53.33%, or deviate compositionally equally to PHA genes acquired on older 

branches; for example the G+C content of PHA genes in CT18 on branches 

1 and 5[STY] is 51.4 and 51.3 respectively. Similarly the G+C content of 

PHA genes in SARB42 on branches 2 and 5[SPA] is 50.6% and 50.2% 

respectively. 

 

Interestingly, branches descendant of nodes 4[TS] and 4[NTS] are 

dominated by genes of phage origin (57-98% of genes at the given relative 

time of insertion), Figure 3.10. For example on  branch 5[STY], 67% of Typhi 

CT18 genes assigned to this branch belong to one of the six prophage 

structures present both in Typhi CT18 and TY2. On branch 5[STY], SPI-7 

and the phage-related gene G+C content is 50.87% and 51.98% 

respectively. In a previous study, it has been shown that the last common 

ancestor of Typhi existed 15,000-150,000 years ago, during the human 

hunter-gatherer period (Kidgell et al., 2002); consequently PHA genes 

assigned to branch 5[STY], have a time of insertion of the same order of 

magnitude. Similarly, in Typhimurium LT2, there are two prophage (Fels-

1, Fels-2) structures that represent very recent acquisitions (LT2-specific), 

Figure 3.16: Codon usage difference of CDSs assigned on branch 4[TS] relative to the 
average codon usage in Typhi CT18. Positive values in the Y axis indicate 
overrepresentation (light grey bars) of certain codons in CDSs of this branch relative to 
the average codon usage and vice versa. 
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and are absent from the other two Typhimurium strains. CDSs of these 

prophage elements have an average G+C content of 53.57% and 52.94% 

respectively, while their CAI value is 0.307, very close to the LT2 genome 

average CAI of 0.313. 

 

Table 3.6: Average CAI values for genes of different inferred relative time of insertion for 
the three query genomes. Average CAI values for all genes in the genome, ribosomal 
protein coding and aminoacyl-tRNA synthetase genes, are also provided as a reference. 
Genes ≤ 300bp were excluded. The reference gene set of highly expressed genes was the 
one proposed by Sharp and Li (Sharp and Li, 1986) using the genome of E. coli. 

S. typhiS. typhiS. typhiS. typhi CT18 CT18 CT18 CT18    S. paratyphi S. paratyphi S. paratyphi S. paratyphi A SARB42A SARB42A SARB42A SARB42    S. typhimuriumS. typhimuriumS. typhimuriumS. typhimurium LT2 LT2 LT2 LT2    

Genes Genes Genes Genes     CAICAICAICAI    Genes Genes Genes Genes     CAICAICAICAI    Genes Genes Genes Genes     CAICAICAICAI    

PHA on branch 1 0.264 PHA on branch 1 0.264 PHA on branch 1 0.264 

PHA on branch 2 0.258 PHA on branch 2 0.258 PHA on branch 2 0.258 

PHA on branch 3 0.256 PHA on branch 3 0.256 PHA on branch 3 0.256 

PHA on branch 4 [TS] 0.221 PHA on branch 4 [TS] 0.221 PHA on branch 4 [NTS] 0.275 

PHA on branch 5 [STY] 0.283 PHA on branch 5 [SPA] 0.297 PHA on branch 5 [STM] 0.269 

PHA on branch CT18 0.282 PHA on branch SARB42 NA PHA on branch LT2 0.307 

All genes 0.310 All genes 0.315 All genes 0.313 

Ribosomal 0.554 Ribosomal 0.560 Ribosomal 0.561 

tRNA synthetase 0.437 tRNA synthetase 0.453 tRNA synthetase 0.434 

 

3.43.43.43.4 DiscussionDiscussionDiscussionDiscussion    

The aim of this analysis was to study the distribution of PHA genes in a 

time-dependent manner i.e. to infer the relative time of insertion based on 

the reference tree topology, throughout the Salmonella lineage, applying 

an extensive comparative analysis between 11 Salmonella, three E. coli 

and one Shigella strain. The selection of four genome sequences that form 

an outgroup of the Salmonella lineage was made in order to differentiate 

gene loss from gene gain more reliably, two mechanisms that could explain 

the presence of a gene in one lineage and its absence from a sister, closely 

related lineage.  

However, because the E. coli and Salmonella lineage represent very 

closely related, sister lineages the 434 PHA genes inferred to have been 
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acquired at the base of the of the Salmonella lineage might equally 

represent deletion events in the E. coli lineage subsequent to the common 

ancestor with Salmonella. To investigate further this alternative scenario, 

I used a set of three more distantly related enteric outgroup genomes: 

Erwinia carotovora SCRI1043 (accession number: BX950851), Yersinia 

enterocolitica 8081 (accession number: AM286415) and Y. 

pseudotuberculosis IP32953 (accession number: BX936398). Less than 5% 

of the 434 PHA genes inferred to have been acquired on branch 1 have 

orthologous genes present in this distant outgroup. These data suggest 

that the majority (>95%) of 434 PHA genes most likely represent true 

HGT events that occurred quite early in the evolution of the Salmonella 

lineage, rather than deletion events in the E. coli lineage. 

In the current study I exploited a much larger sequence sample, i.e. 

whole genome sequence, rather than selected gene/protein sequences to 

serve as “molecular chronometers”, thus the phylogenetic signature seems 

to be strong enough for the NJ and ML method to result in identical tree 

topologies, inferring the same phylogenetic history of the query genomes 

at hand. However, care should be taken when interpreting whole-genome 

sequence based phylogenies, since extensive HGT events, homologous 

recombination or other homoplastic events might well obscure the true 

phylogenetic history of the genomes under study (Doolittle and Papke, 

2006) whose phylogeny may therefore be more efficiently described using 

phylogenetic nets rather than single tree topologies (Doolittle, 1999; 

Hilario and Gogarten, 1993; Martin, 1999). 

For example, Didelot et al. (Didelot et al., 2007) showed that 

Paratyphi A and Typhi genomes are, over 75% of their sequence, distantly 

related S. enterica members (both in terms of nucleotide divergence and 

gene content), while the remaining 25% of their sequence is much more 

similar (average nucleotide divergence 0.18%, instead of 1.2%); the 

authors suggested that the two genomes have recently exchanged, via 

homologous recombination, a significant amount of DNA, now 

representing seemingly similar lineages (convergence evolution). In the 
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current analysis, the two lineages, have been mapped on very close 

branches of the Salmonella phylogenetic tree (Figure 3.10), representing 

perhaps a limitation of the applied, strictly bifurcating tree topology; using 

instead a reticulate phylogenetic network, would have probably (correctly) 

mapped the two seemingly similar lineages on more distant branches, 

taking also into account (by means of multi-furcating branches connecting 

the two lineages) the extensive amount of exchanged homologous DNA. 

It is worth noting that whole-genome based phylogenetic 

approaches are capturing the “overall” phylogenetic signal based on whole 

chromosome sequences. In the case of very closely related organisms, e.g. 

strains of the same serovar, minor differences in terms of gene content 

(e.g. prophages, GIs) cannot be reliably represented in the “overall” 

phylogenetic signal. In other words, whole genome-based phylogenies 

focusing on a wide range of strains may suffer from low resolution in the 

case of very closely related genomes. Moreover mobile elements may show 

similarity on the sequence level (e.g. prophages) but differ on the 

structural level (i.e. different phage types). Relying on sequence 

information only, these seemingly similar mobile elements will bias the 

relatedness of closely related strains (e.g. the three Typhimurium strains 

used in this study). 

The reason why I pursued a comparative, rather than a 

compositional based approach (i.e. defining PHA genes based simply on 

their compositional deviation, but ignoring their distribution throughout 

the lineage of interest), was the fact that compositional based approaches 

frequently underestimate the true number of HGT events (Lawrence and 

Ochman, 1997), either due to the amelioration process, in the case of 

ancient insertions, or due to compositionally similar donor genomes, in the 

case of new insertions. The current comparative analysis suggests that 

approximately 30, 25 and 28% of protein-coding sequences in Typhi CT18, 

Paratyphi A SARB42 and Typhimurium LT2 respectively, represent 

putative HGT events. The distribution of those PHA genes on different 

branches of the reference tree topology reveals that approximately 35-40% 
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of them were acquired at the base of the Salmonella lineage (branch 1), 

very close to its divergence from E. coli, reflecting perhaps the acquisition 

of genes that enabled the exploration of new niches e.g. the acquisition of 

SPI-1 which enabled Salmonella to invade epithelial cells (Galan, 1996). 

Moreover, 20% of those genes were acquired at the base of the S. enterica 

lineage (branch 3); overall 60-70% were inserted after the divergence of 

the Salmonella from the E. coli lineage and prior to the divergence of the 

S.  enterica subspecies. This suggests that approximately 60-70% of the 

putative HGT events are probably shared between most of the subspecies 

of the S. enterica lineage. 

Based on the functional classification of genes assigned to branches 

1, 2 and 3 that predate the S. enterica lineage, it becomes evident that 

generally, genes within almost all functional classes, e.g. regulation, 

energy metabolism, cell surface, virulence-related, have been horizontally 

acquired. Moreover the functional distribution of genes assigned to 

branches 1 and 3 correlates strongly with the functional distribution of all 

the genes in the genome (R: 0.71 and 0.63 – p-value: 0.01 and 0.03 

respectively) whereas this correlation is weaker (and not significant) for 

genes on branches 2 and 4 (R: 0.54 and 0.45 – p-value: 0.07 and 0.1 

respectively) and disappears (R<0.01, p-value: 0.98) completely in the case 

of very recent branches (branch 5 or genome-specific).  

On branches 1-4 there is a fairly constant percentage of genes 

encoding cell-surface structures (18-28%), genes related to pathogenicity 

and adaptation (22-29%) and regulatory elements (4-8%). Furthermore, 

the percentage of genes with unknown function ranges from 8-18%, while 

fragmented gene-remnants (pseudogenes) account for 6% and 11% on 

branches 3 and 4[TS] respectively with almost no pseudogenes (< 0.1%) on 

branches 1 and 2. The increased number of genes acquired at the base of 

S. enterica lineage that have been inactivated suggests that some of these 

early-acquired functions are no longer necessary, and are being lost in 

these serovars. The increased number of pseudogenes (11%) in the Typhi-

Paratyphi A lineage that are absent from the Typhimurium lineage 
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supports a genome degradation process via pseudogene formation 

suggested to be due to the recent change in niche of these serovars 

(Parkhill et al., 2001). 

The compositional analysis of the inferred PHA genes indicates that 

there is indeed a strong correlation between the time of insertion and 

amelioration towards the host-specific genomic signature. In other words, 

anciently horizontally acquired genes have ameliorated more towards the 

host composition, compared to more recent acquisitions. However, even 

HGT events inferred to have inserted at the base of the Salmonella lineage 

still preserve some of their donor genome sequence signature, as indicated 

by their overall and codon-position specific G+C content, suggesting that 

these genes are still undergoing the amelioration process.  

On the other hand, in the case of very recent acquisitions that 

represent mostly insertion of prophage elements, it seems that their 

sequence composition is already much closer to the host background 

composition, presumably not due to the amelioration process, since they 

have been acquired fairly recently, but rather due to an adaptation to the 

specific sequence signature of the their host. Perhaps the compositional 

adaptation of those prophages is pivotal for the masking of their alien 

sequence identity in order to successfully integrate into the bacterial 

chromosome, without being detected by the histone-like nucleoid 

structuring (H-NS) protein that selectively silences horizontally acquired 

DNA of lower G+C content than the host genome (Navarre et al., 2006). 

If we take into account both the absence of complete-intact 

prophage structures from old branches (1-3, 4[TS] and 4[NTS]), and the 

significant compositional similarity of those prophage-related genes to the 

host sequence composition, when the effects of the amelioration process 

are expected to be mild, it would be tempting to speculate that prophage 

elements in the Salmonella lineage have undergone an adaptation to 

specific serotypes. However this hypothesis does not explain why anciently 

inserted prophages e.g. those inserted at the base of Salmonella lineage, 

prior to the divergence of S. bongori and S. arizonae from the S. enterica, 
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have not been retained in descendent lineages e.g. the Typhi, Paratyphi A 

and Typhimurium strains.  

Perhaps anciently inserted bacteriophages at the base of the 

Salmonella lineage carried genes that were either neutral or detrimental, 

providing no profound advantage to the host, and over time the host has 

lost those parasitic elements via a deletion process which has left behind 

molecular fossils of those elements. This observation is further supported 

by the absence of pseudogenes on very old branches, i.e. branches 1 and 2; 

perhaps the ongoing time-dependent process of deleting redundant or 

detrimental DNA sequence has already removed a much higher proportion 

of pseudogenes on very old branches, compared to recent ones further 

suggesting that genome degradation is still a continuous process in the 

Salmonella lineage (Lawrence et al., 2001). 

3.53.53.53.5 ConclusionsConclusionsConclusionsConclusions    

Overall the current analysis has shown that the impact of amelioration, a 

time-dependent process, is still detectable even in fairly recent HGT 

events, e.g. that occurred 100-140Myr ago; moreover it sheds more light on 

the relative time of insertion of HGT events in the Salmonella lineage, and 

presents data that show that prophage structures are not retained for long 

periods in the Salmonella lineage. 

Whether this last observation is related to an ongoing genome 

degradation process that over time removes redundant or detrimental 

DNA sequences, equilibrating the horizontal influx of genes, maintaining 

a fairly constant genome sequence size, still remains to be clarified. 

Perhaps the study of the very recently acquired prophage elements which 

seem to account for the majority of the strain or serovar specific genes 

(McClelland et al., 2004; Thomson et al., 2004), and their impact 

(detrimental, neutral, advantageous) on the evolution, life-style and host 

adaptation of the Salmonella strains, might shed more light on the 

underlying principles of the observed genome degradation process. 
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The prophage elements present in the Salmonella lineage show a 

very close sequence composition to the host-specific background 

composition, strongly suggesting that those parasitic elements have 

specialized and adapted to their hosts, playing a key role in driving 

bacterial evolution (Thomson et al., 2004), or even speciation itself 

supporting the notion of “evolution in quantum leaps”, introduced by 

Groisman and Ochman (Groisman and Ochman, 1996). Overall, the 

distribution of PHA genes in the Salmonella lineage coincides strongly 

with the divergence of the major Salmonella species, underlining the 

major impact of horizontal transfer in the evolution of the salmonellae. 
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Resolving the sResolving the sResolving the sResolving the structure of Genomic Islandstructure of Genomic Islandstructure of Genomic Islandstructure of Genomic Islands    

4.14.14.14.1 IntroductionIntroductionIntroductionIntroduction    

Horizontally acquired DNA sequences that contain functionally related 

genes with limited phylogenetic distribution, i.e. present in some bacterial 

genomes while being absent from closely related ones, are often referred to 

as genomic islands (GIs). The location of those mobile elements often 

correlates with distinct structural features such as tRNA genes, direct 

repeats (DRs) and mobility genes, which has lead to a definition of the GI 

structure that includes these features (Table 4.1), (Hacker et al., 1997; 

Hacker and Kaper, 2000; Schmidt and Hensel, 2004). 

GIs present in Gram-positive bacteria may differ structurally from 

those present in Gram-negative bacteria; overall they do not exhibit 

specific junction sites (e.g. DRs), they are rarely inserted adjacent to RNA 

loci and they are often stably integrated in the host genome due to the lack 

of mobility genes (Hacker et al., 1997). 

Several web-based suites exploit the GI structural definition (Table 

4.1) with the aim of implementing and automating the in silico prediction 

of genomic regions that share some or all of the GI-related signatures; 

those regions are subsequently annotated as novel GIs.  For example 

Islander (Mantri and Williams, 2004) and IslandPath (Hsiao et al., 2003), 

two web-based suites, combine and overlap several GI-related features 

trying to predict genomic regions as close as possible to the GI structural 

definition. 

Although a large number of mobile elements fall well within the GI 

definition, there are several concerns about the structural consensus of 

GIs:  Firstly, the current definition of the GI structure was put forward 11 

years ago (Hacker et al., 1997) when only 12 complete bacterial genomes 

were available; in May 2007 there were 558 complete published genomes 

and 1144 ongoing, enabling a more realistic sampling of the GI structural 
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space for any potential structural variation to be captured. Secondly, there 

are a large number of GIs that deviate strongly from the GI definition 

(Table 4.2). Thirdly, in silico prediction methods that assume a full or 

partial structure similar to the GI structural definition, or search for GIs 

with some level of similarity to already known GI structures, bias the 

sampling of the GI structural space towards “well-structured” GIs. 

 

 

 

Table 4.1: Common features of Genomic Islands. 

Large inserts of horizontally acquired DNA (10 to 200kb) 

Sequence composition different from the core backbone composition 

Insertion usually adjacent to RNA genes 

Often flanked by direct repeats or insertion sequence (IS) elements 

Limited phylogenetic distribution i.e. present in some genomes but absent from closely 
related ones 

Often mosaic structures of several individual acquisitions 

Genetic instability 

Presence of mobility genes (e.g. integrase, transposase) 

 

 

 

A fundamental property of GIs, independent of any a priori 

structural definition, is their origin: GIs are horizontally acquired mobile 

elements of limited phylogenetic distribution. Based on this concept, a 

search of the GI structural space is feasible in a hypothesis-free 

framework without the need to make any a priori assumptions about the 

GI structure which rely on previously seen examples of GIs. 

The aim of this analysis is to study the structural variation of GIs 

and revisit the GI definition, taking into account only the fundamental 

property of GIs i.e. their horizontal origin. Instead of exploiting a top-down 

approach searching for GIs that follow the GI structural definition, I 
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reverse this framework by pursuing a hypothesis-free, bottom-up search 

(Vernikos and Parkhill, 2008); in a first step GIs are defined as genomic 

regions with limited phylogenetic distribution consistent with recent 

acquisition (as identified by maximum parsimony), and in a second step 

those regions are structurally annotated. In a third step, the structural 

features sampled from this hypothesis-free search are exploited in a 

machine learning approach with the aim of explicitly quantifying and 

modelling their contribution to the GI structural definition. 

A similar approach of a hypothesis-free identification of GIs, defined 

as genomic regions with limited phylogenetic distribution, was applied in 

eight Streptococcus agalactiae strains (Tettelin et al., 2005). Gene loss and 

gene gain are two distinct mechanisms that can both lead to limited 

phylogenetic distribution of a DNA sequence. However, Tettelin et al. did 

not apply any restriction (e.g. maximum parsimony) in order to 

differentiate gene gain from gene loss and defined as putative GIs any 

region (>5kb) that was absent from at least one of the eight reference 

genomes. 

In the current study I focus on three different bacterial genera i.e. 

Salmonella, Staphylococcus and Streptococcus for four major reasons: 

there are enough (>10) sequenced genomes for each genus, this collection 

of strains covers both Gram-negative and Gram-positive groups and has 

both commensal and pathogenic representatives, and HGT plays a key 

role in the evolution of those three lineages (Broker and Spellerberg, 2004; 

Lawrence and Ochman, 1997; Novick and Subedi, 2007; Rosini et al., 2006; 

Tettelin et al., 2005; Towers et al., 2004; Vernikos et al., 2007; Waterhouse 

and Russell, 2006). 
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Table 4.2: A selection of annotated Genomic Islands that show structural variation. 
Features of GIs that deviate from the GI structural definition (Table 4.1) are highlighted 
in grey. For the G+C% deviation (GC ––––    GCmean), GIs that deviate less than 1% from the 
average G+C% content are highlighted as compositionally non-deviating regions. The 
representation of the repeats, integrase and RNA features is binary: “1” if present, “0” if 
absent. 

CoordinatesCoordinatesCoordinatesCoordinates    HostHostHostHost    GIGIGIGI    SizeSizeSizeSize    
G+C% G+C% G+C% G+C% 
deviationdeviationdeviationdeviation    

RepeatsRepeatsRepeatsRepeats    IntegraseIntegraseIntegraseIntegrase    RNARNARNARNA    GramGramGramGram    

839352..853808 S. aureus MW2 vSa3 14457 -4.49 1 1 1 + 

1891660..1923796 S. aureus MW2 vSaß 32137 -4.24 0 0 1 + 

1932974..1959426 S. aureus Mu50 vSaß 26453 -4.16 0 1 1 + 

2133112..2148791 S. aureus Mu50 vSa4 15680 -2.56 1 1 0 + 

2251120..2266138 S. epidermidis RP62A vSe1 15019 -1.43 1 0 0 + 

1519667..1558081 
S. epidermidis 
ATCC15305 

vSe2 38415 -6.4 1 1 1 + 

1012154..1023023 
S. haemolyticus 
JCSC1435 

vSh1 10870 -2.87 1 1 0 + 

2117669..2133994 
S. haemolyticus 
JCSC1435 

vSh2 16326 -4.06 1 1 1 + 

2578642..2593348 
S. haemolyticus 
JCSC1435 

vSh3 14707 -1.74 0 1 0 + 

385739..432833 S. agalactiae NEM316 PAI3 47095 1.64 1 0 0 + 

711791..759003 S. agalactiae NEM316 PAI7 47213 1.62 1 0 0 + 

1013026..1060093 S. agalactiae NEM316 PAI8 47068 1.66 0 0 0 + 

1163554..1197443 S. agalactiae NEM316 PAI10 33890 2.04 0 0 1 + 

1255736..1261279 S. agalactiae NEM316 PAI11 5544 -6.37 1 1 1 + 

302172..361067 S. typhi CT18 SPI-6 58896 -0.57 0 0 1 – 

605515..609992 S. typhi CT18 SPI-16 4478 -9.98 1 1 1 – 

1085156..1092735 S. typhi CT18 SPI-5 7580 -8.52 0 1 1 – 

1625084..1664823 S. typhi CT18 SPI-2 39740 -4.91 0 0 1 – 

2460780..2465939 S. typhi CT18 SPI-17 5122 -13.39 0 0 1 – 

2742876..2759156 S. typhi CT18 SPI-9 16281 4.62 0 0 1 – 

2859262..2899034 S. typhi CT18 SPI-1 39773 -6.22 0 0 0 – 

3053654..3060017 S. typhi CT18 SPI-15 6364 -3.01 1 1 1 – 

3132606..3139414 S. typhi CT18 SPI-8 6809 -14.03 1 1 1 – 

3883111..3900458 S. typhi CT18 SPI-3 17348 -5 0 0 1 – 

4321943..4346614 S. typhi CT18 SPI-4 24672 -7.74 0 0 0 – 

4409511..4543072 S. typhi CT18 SPI-7 133562 -2.42 1 1 1 – 

4683690..4716539 S. typhi CT18 SPI-10 32850 -5.51 0 1 1 – 
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4.24.24.24.2 MethodsMethodsMethodsMethods    

The methodology followed throughout this analysis is summarized as 

flowchart in (Figure 4.1), and described in the following sections. 

 

 

Figure 4.1: Flowchart summarizing the major steps in the methodology followed 

throughout this analysis: A phylogenetic analysis using both whole-genome sequence (if 

applicable) and the amino acid sequence of the core gene products was carried out 

enabling the construction of the reference tree topology for each genus. In a second step, 

a comparative analysis (genome-wise) was performed between the chromosomes of each 

genus and the corresponding outgroups, leading to the identification of regions with 

limited phylogenetic distribution. In a third step, a maximum parsimony model (based on 

the reference tree topology) was applied in order to differentiate gene gain from gene loss 

events and exclude regions with limited phylogenetic distribution due to a gene loss 

event. The remaining regions formed the positive control dataset (i.e. putative 

horizontally acquired – PHA regions) of this analysis. The negative control dataset (i.e. 

non GIs), was built implementing a random sampling approach, sampling regions only 

within the inter-GI parts of the chromosome; both positive and negative examples were 

annotated structurally. In a final step, the structural features of each region were used 

as input vectors to a machine learning method (Relevance Vector Machine – RVM) 

leading to the construction of structural GI models. 
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4.2.14.2.14.2.14.2.1 Genomic DatasetGenomic DatasetGenomic DatasetGenomic Dataset    

A list of all the 49 strains used in this comparative analysis is provided in 

Table 4.3. Throughout this analysis, I focused on the analysis of 37 

reference bacterial strains from three different genera, namely 

Salmonella, Staphylococcus and Streptococcus. In order to differentiate a 

limited phylogenetic distribution pattern due to a gene gain or a gene loss 

event (under a maximum parsimony evaluation), 12 more distantly related 

bacterial strains that formed outgroups for the three reference genera 

were also included in this analysis.  

The 12 outgroup genomes were used only in the maximum 

parsimony evaluation of the predicted regions and do not form part of the 

actual dataset for which the data were produced. Briefly, 11 Salmonella 

strains with four outgroups (E. coli, Shigella), 13 Staphylococcus strains 

with four outgroups (Bacillus, Listeria) and 13 Streptococcus strains with 

four outgroups (Lactobacillus, Lactococcus, Enterococcus) were analyzed. 

4.2.24.2.24.2.24.2.2 Best reciprocal FASTABest reciprocal FASTABest reciprocal FASTABest reciprocal FASTA    

For each of the three genera, all genomes were (pair-wise) compared 

against the others including the four outgroups. In order to infer the 

orthologous genes in each pair of genomes compared, I applied a best 

reciprocal FASTA (Pearson, 1990) method (details of the best reciprocal 

FASTA algorithm are given in section 2.2.5 of chapter 2). Overall 1952, 

741 and 429 orthologous genes were identified in the Salmonella, 

Staphylococcus and Streptococcus datasets (including the corresponding 

four outgroups) respectively (Figure 4.2). 
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Table 4.3: The list of 49 strains used in this comparative analysis. 

Organism Organism Organism Organism     ReferenceReferenceReferenceReference    
Accession Accession Accession Accession 
NumberNumberNumberNumber    

Escherichia coli K-12 MG1655 (Blattner et al., 1997) U00096 

E.coli O157:H7 EDL933 (Perna et al., 2001) AE005174 

E. coli CFT073 (Welch et al., 2002) AE014075 

Shigella flexneri serotype 2a 301 (Jin et al., 2002) AE005674 

Salmonella bongori 12419 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. arizonae RSK2980 http://genome.wustl.edu/genome_index.cgi N/A 

S. enterica serovar Typhi CT18 (Parkhill et al., 2001) AL513382 

S. enterica serovar Typhi TY2 (Deng et al., 2003) AE014613 

S. enterica serovar paratyphi A SARB42 (McClelland et al., 2004) CP000026 

S. enterica serovar paratyphi A 
AKU_12601 

http://genome.wustl.edu/genome_index.cgi N/A 

S. enterica serovar Typhimurium SL1344 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Typhimurium LT2 (McClelland et al., 2001) AE006468 

S. enterica serovar Typhimurium DT104 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Enteritidis PT4 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

S. enterica serovar Gallinarum 287/91 http://www.sanger.ac.uk/Projects/Salmonella/ N/A 

Bacillus subtilis 168 (Kunst et al., 1997) AL009126 

Bacillus anthracis Ames http://cmr.tigr.org/tigr-scripts/CMR/GenomePage.cgi?org=gba  AE017334 

Listeria innocua Clip11262 (Glaser et al., 2001) AL592022 

Listeria monocytogenes EGD-e                                (Glaser et al., 2001) AL591824 

Staphylococcus saprophyticus ATCC 15305 (Takeuchi et al., 2005) AP008934 

Staphylococcus haemolyticus JCSC1435                        (Takeuchi et al., 2005) AP006716 

Staphylococcus epidermidis ATCC 12228                       (Zhang et al., 2003) AE015929 

Staphylococcus epidermidis RP62A                     (McGillivary et al., 2005) CP000029 

Staphylococcus aureus MRSA252                  (Holden et al., 2004) BX571856 

Staphylococcus aureus RF122                                 (Herron-Olson et al., 2007) AJ938182 

Staphylococcus aureus Mu50                     (Takeuchi et al., 2005) BA000017 

Staphylococcus aureus N315      (Takeuchi et al., 2005) BA000018 

Staphylococcus aureus MSSA476   (Holden et al., 2004) BX571857 

Staphylococcus aureus MW2       (Takeuchi et al., 2005) BA000033 

Staphylococcus aureus USA300    (Diep et al., 2006) CP000255 

Staphylococcus aureus COL       (McGillivary et al., 2005) CP000046 

Staphylococcus aureus NCTC 8325 http://www.genome.ou.edu/staph.html  CP000253 

Lactobacillus johnsonii NCC 533         (Pridmore et al., 2004) AE017198 

Lactobacillus plantarum WCFS1           (Kleerebezem et al., 2003) AL935263 

Enterococcus faecalis V583              (Paulsen et al., 2003) AE016830 

Lactococcus lactis IL1403 (Bolotin et al., 2001) AE005176 

Streptococcus pneumoniae R6             (Hoskins et al., 2001) AE007317 

Streptococcus pneumoniae TIGR4          (Tettelin et al., 2001) AE005672 

Streptococcus suis P1/7                 http://www.sanger.ac.uk/Projects/S_suis/  N/A  

Streptococcus thermophilus CNRZ1066     (Bolotin et al., 2004) CP000024 

Streptococcus thermophilus LMG 18311    (Bolotin et al., 2004) CP000023 

Streptococcus agalactiae NEM316         (Glaser et al., 2002) AL732656 

Streptococcus agalactiae A909           (Tettelin et al., 2005) CP000114 

Streptococcus uberis 0140J              http://www.sanger.ac.uk/Projects/S_uberis/  N/A  

Streptococcus equi 4047                 http://www.sanger.ac.uk/Projects/S_equi/  N/A  

Streptococcus pyogenes MGAS10750        (Beres et al., 2006) CP000262 

Streptococcus pyogenes MGAS2096         (Beres et al., 2006) CP000261 

Streptococcus pyogenes MGAS9429         (Beres et al., 2006) CP000259 

Streptococcus pyogenes Manfredo    (Ramsden et al., 2007) AM295007 
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Figure 4.2: Venn diagram illustrating the orthologous genes shared between each of the 
three reference genera and the corresponding outgroup strains: 473 Salmonella-specific 
and 1952 core genes (genes shared between the Salmonella and the four outgroup 
strains) (top), 688 Staphylococcus-specific and 741 core genes (middle), 283 
Streptococcus-specific and 429 core genes (bottom). 
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4.2.34.2.34.2.34.2.3 Multiple SequenMultiple SequenMultiple SequenMultiple Sequence Alignmentsce Alignmentsce Alignmentsce Alignments    

Whole genome sequence alignments were made using the MAUVE 

algorithm (Darling et al., 2004); for details about this algorithm see 

section 3.2.1 of chapter 3. The complete chromosome sequence of the 11 

Salmonella strains and the four outgroups were aligned. For the 

Staphylococcus dataset, only the 13 Staphylococcus chromosomes were 

aligned, excluding the four outgroup sequences due to the overall low 

sequence similarity to the Staphylococcus genomes.  

For the Streptococcus dataset the overall low sequence similarity 

between the different strains did not allow the construction of whole 

genome sequence alignments. Moreover, for each genus, amino acid 

sequence alignments of the core gene (i.e. orthologous genes shared by all 

the strains of a given genus and the corresponding outgroups) products 

were also built using the CLUSTALW (Thompson et al., 1994) software; 

the alignments were manually inspected and curated. 

4.2.44.2.44.2.44.2.4 Phylogenetic analysisPhylogenetic analysisPhylogenetic analysisPhylogenetic analysis    

For the construction of the reference tree topology, modules of the PHYLIP 

package version 3.65 (Felsenstein, 1989) were implemented. More 

specifically, for the whole genome sequence alignments (Salmonella and 

Staphylococcus datasets), the DNADIST module with the method for 

correcting the rate heterogeneity among sites was used. I also used the 

NEIGHBOR module, which implements the Neighbor-Joining (NJ) 

method (Saitou and Nei, 1987) and the DNAML module which implements 

the Maximum Likelihood (ML) method for DNA sequences (Felsenstein 

and Churchill, 1996); the models of nucleotide substitution were those 

described in chapter 3, i.e. F84 (Kishino and Hasegawa, 1989), K80 

(Kimura, 1980) and JC (Jukes and Cantor, 1969); for details about the NJ 

and the ML methods, see section 3.2.2 of chapter 3.  

For the construction of NJ and the ML tree topologies utilizing the 

amino acid sequence alignment of the core gene products for each genus 

(and the corresponding outgroups) the PROTDIST, NEIGHBOR and 
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PROML modules of the PHYLIP package were used, exploiting two models 

of evolution (see next paragraph), i.e. the JTT model (Jones et al., 1992) 

and the approximation method proposed by Kimura (Kimura, 1983). 

Different tree topologies for a given lineage were evaluated further 

through the PROML module of PHYLIP and the TREE-PUZZLE (Schmidt 

et al., 2002) software, exploiting the model with the highest number of 

parameters; for each genus the tree topology with the highest likelihood 

was selected as the reference. All the parameters were determined from 

the data using the TREE-PUZZLE software. 

 Models of amino acid substitution, as opposed to nucleotide 

substitutions, are mainly based on empirically derived parameters. Such 

empirical models describe the amino acid substitutions by analyzing 

multiple sequences from existing protein sequence databases; i.e. sequence 

alignments between very similar proteins are used to obtain estimates of 

the relative substitution rates between different amino acid pairs. In other 

words these empirical models, as opposed to mechanistic models, do not 

model explicitly the dynamics driving the amino acid substitution, e.g. 

mutational biases, translation of codons into amino acids and constraints 

at the amino acid level.  

The first attempt to construct an empirically derived amino acid 

substitution model was that described by Dayhoff et al. (Dayhoff et al., 

1978). Phylogenetic trees were constructed exploiting the sequences of 71 

protein families available at that time; their ancestral protein sequences 

were reconstructed implementing a parsimony method and the most likely 

residues at each position in the ancestral sequences were inferred.  

In order to reduce the impact of multiple substitutions, the authors 

focused only on very similar protein sequences, i.e. each pair of sequences 

differed in less than 15% of their residues. The frequencies of all pairing of 

residues between sequences and their (reconstructed) ancestral sequences 

were counted and extrapolated to longer times to derive substitution 

probabilities. Dayhoff et al. approximated the transition-probability 

matrix by defining the substitution matrix to be 1 PAM (i.e. point accepted 
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mutations) matrix if the expected number of substitutions per site was 

0.01. Therefore, the unit “1 PAM” can be seen as the amount of evolution 

which changes, on average, 1% of amino acids in a protein sequence; for 

different sequence distances, e.g. t = 1 or 2.5 substitutions per site, 

different PAM matrices (i.e. PAM100 or PAM250, respectively) can be 

derived. 

Later on, Jones et al. (Jones et al., 1992) exploiting the same 

principle as did Dayhoff et al. (Dayhoff et al., 1978) updated the Dayhoff 

matrix analyzing a much larger collection of proteins sequences and this 

updated matrix is known as the JTT matrix. 

An approximation of the PAM distance was proposed by Kimura 

(Kimura, 1983), and this is simply a distance formula that measures the 

proportion (p) of different amino acid residues between two sequences, as 

follows: 

 

 

 

 

The Kimura distance has the advantage of being very fast, but does not 

take into account the different types of amino acid residue and 

substitution; furthermore, the distance between two sequences becomes 

infinite if more than 85.41% of their amino acid residues are different. 

4.2.54.2.54.2.54.2.5 Comparative analysisComparative analysisComparative analysisComparative analysis    

The genomic sequences of each genus and the corresponding outgroups 

were compared using a genome-wide, all-against-all BLAST (Altschul et 

al., 1997) comparison; the results were visualized through ACT (Carver et 

al., 2005) and manually inspected. Genomic regions (≥ 2 coding sequences 

– CDSs) of limited phylogenetic distribution that are present in some of 

the strains while being absent from the rest are processed further (at this 

stage core genomic regions, shared by all strains, are excluded).  

2ln(1 0.2 )D p p= − − −
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In a second step regions of limited phylogenetic distribution are 

analyzed applying a maximum parsimony model (for details see section 

3.2.4 of chapter 3), in order to differentiate gene gain (HGT) from gene 

loss; the maximum parsimony model is based on the reference tree 

topology of each genus (Figure 4.3, Figure 4.4 and Figure 4.5). Genomic 

regions identified under this framework as being putative horizontally 

acquired, formed the positive control set of this analysis; overall 331 

putative GIs were sampled from the 37 reference chromosomes (Table 4.4, 

Figure 4.6). 

 

 

 

Table 4.4:    A list of the positive (putative GIs) and the negative (non-GIs) control regions, 
sampled from the 37 reference chromosomes used in this analysis. 

DatasetsDatasetsDatasetsDatasets    Positive examplesPositive examplesPositive examplesPositive examples    Negative examplesNegative examplesNegative examplesNegative examples    TotalTotalTotalTotal    

Salmonella 211 210 421 

Streptococcus 54 53 107 

Staphylococcus 66 74 140 

Gram – 211 210 421 

Gram + 120 127 247 

Gram +/– 331 337 668 
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Figure 4.3: A.A.A.A. The phylogenetic relationship between the 11 Salmonella and the four outgroup 
genomes (ignoring branch length), is shown as cladogram. Bootstrap values (proportions out of 

100) are given for each node. The tree topology is based on the amino acid sequence of 1952 core 

gene products shared by the 15 genomes. B.B.B.B. Phylogenetic tree topologies using the ML (left) and 

the NJ (right) method, based on the alignment of the 1952 core gene products (top) and the whole 

chromosome sequences (bottom) of 11 Salmonella and four outgroup genomes. C.C.C.C. Differences 
between the tree topologies (core gene products) given by the ML and the NJ methods are 

highlighted; the only difference in terms of node topology lies within the Typhimurium lineage.

In the ML topology, DT104 and LT2 are grouped together, while in the NJ topology DT104 is 

grouped together with SL1344. The bootstrap value of 50 supports the observed ambiguity. 

C. 
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Figure 4.4: A.A.A.A. The phylogenetic relationship between the 13 Staphylococcus and the four 
outgroup genomes (ignoring branch length), is shown as cladogram. Bootstrap values are given 
for each node. The tree topology is based on the amino acid sequence of 741 core gene products 
shared by the 17 genomes. B.B.B.B. Phylogenetic tree topologies using the NJ (left) and the ML
(right) method, based on the alignment of the 741 core gene products (top) and the whole
chromosome sequences (bottom) of 13 Staphylococcus and four outgroup genomes.  
C.C.C.C. Differences between the tree topologies given by the ML and the NJ methods are 
highlighted. The likelihood (Ln) for each tree topology, under a JTT model with four categories  
of sites (4c) and a Gamma distribution for modelling the rate variation among sites (gamma), is 
provided for each topology. Based on TREE-PUZZLE, the best tree topology is the one given by 
the NJ method (JTT, 4c, gamma). Based on the tree topology evaluation of PROML, the NJ 
(Kimura model) method gives the best tree topology (highest Ln); however the other three 
topologies are not significantly worse (p-value: 0.628, 0.157 and 0.273 respectively), suggesting 
that the observed differences are close to the systematic error of those methods. 
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Figure 4.5: A.A.A.A. The phylogenetic relationship between the 13 Streptococcus and the four outgroup 
genomes (ignoring branch length), is shown as cladogram. Bootstrap values are given for each node. 
The tree topology is based on the amino acid sequence of 429 core gene products shared by the 17 
genomes. B.B.B.B. Phylogenetic tree topologies using the NJ (left) and the ML (right) method, for the 429 
core gene products of the 13 Streptococcus and the four outgroup genomes. C.C.C.C. Differences in the tree 
topology given by the ML and the NJ methods are highlighted: based on the tree topology evaluation 
(TREE-PUZZLE and PROML) the NJ method (left) gives the topology with the highest likelihood (best 
tree). 
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Figure 4.6: Circular map of the Salmonella (A), Staphylococcus (B) and Streptococcus (C) 
“mobilome”, illustrating the phylogenetic distribution of the putative GIs identified in the 

three reference lineages (red: presence, pink: partial presence, white: absence). The list of 

strains (outwards-inwards orientation relative to the map) is embedded at the centre of 

the circular map. The regions are arbitrarily numbered based on the strain first found.  
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4.2.64.2.64.2.64.2.6 Random samplRandom samplRandom samplRandom samplinginginging    

For the construction of the negative control dataset, i.e. genomic regions 

that are not GIs, a random sampling approach was followed. For each 

genome with identified putative GIs, an equal number of non-GI regions 

were randomly sampled, sampling the size distribution of the 

corresponding genus-specific GIs (Figure 4.7). Overall, this analysis 

yielded 337 non-GIs, giving a total number of 668 training sets (Table 4.4 

and Appendix E, F and G). Random sampling was “forced” to occur only 

within inter-GI regions of each chromosome. The results of the random 

sampling approach were manually curated, removing randomly sampled 

regions that had been already sampled from other chromosomes of 

different strains of the same genus; the manual curation filtered out any 

redundancy in the training set that could possibly affect the training and 

evaluation process. For theses reasons, the numbers of positive and 

negative examples for each genus are slightly different. 

4.2.74.2.74.2.74.2.7 Structural annotationStructural annotationStructural annotationStructural annotation    

4.2.7.14.2.7.14.2.7.14.2.7.1 Integrase(Integrase(Integrase(Integrase(----like)like)like)like)    protein domainsprotein domainsprotein domainsprotein domains    

Each query genome (six frame translation) was searched against 15 

integrase(-like) Pfam (Sonnhammer et al., 1998) Hidden Markov Models 

(HMMs), using the HMMER software (http://hmmer.janelia.org/). 

Throughout this analysis, 15 protein domains (Appendix H) that are 

frequently found in proteins involved in the mobilization of DNA are 

referred to as integrase-like domains, or simply “integrase”. 

4.2.7.24.2.7.24.2.7.24.2.7.2 PhagePhagePhagePhage----related protein domainsrelated protein domainsrelated protein domainsrelated protein domains    

In order to predict CDSs of putative phage origin, the hmmpfam search 

option of the HMMER package was used and each query genome (six 

frame translation) was searched against a manually constructed database 

of 191 phage-related Pfam HMMs (Appendix H). 
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Figure 4.7: Size distribution of the putative Genomic Islands identified in this analysis 
for the three reference genera. 
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4.2.7.34.2.7.34.2.7.34.2.7.3 NonNonNonNon----coding RNAcoding RNAcoding RNAcoding RNA    

Each query genome was searched against the non-coding RNA families of 

the Rfam database (Griffiths-Jones et al., 2003). This methodology was 

followed in order that putative associations of GIs with other non-coding 

RNA families (apart from the tRNA and tmRNA genes) could be captured. 

4.2.7.44.2.7.44.2.7.44.2.7.4 Compositional analysCompositional analysCompositional analysCompositional analysisisisis    

For all the 668 regions identified in this analysis, their Interpolated 

Variable Order Motif (IVOM) score (Vernikos and Parkhill, 2006) was 

calculated, using the Alien_Hunter algorithm. The IVOM frequency is a 

weighted sum of compositional biases derived from different size (1 ≤ k ≤ 

8) k-mers that captures both low and high order compositional deviation 

from the backbone composition. The IVOM score is expressed as the 

relative entropy between the query and the genome-backbone (variable 

order) compositional distribution, i.e. the higher the IVOM score is, the 

stronger the compositional deviation. 

4.2.7.54.2.7.54.2.7.54.2.7.5 Repeat analysisRepeat analysisRepeat analysisRepeat analysis    

Repeat analysis at the boundaries of each of the 668 regions was 

performed, using the REPuter software (Kurtz and Schleiermacher, 1999). 

The REPuter parameters used are as follows: Type of repeats (= Forward, 

Complemented), minimum size of repeats (= 18bp), number (hamming 

distance) of mismatches for degenerate repeats (= 3). 

4.2.7.64.2.7.64.2.7.64.2.7.6 OtherOtherOtherOther    

All 668 regions were further annotated in terms of size (bp), gene density 

(number of genes per kb) and their insertion point; in the latter case two 

distinct (binary) states were evaluated: insertion point within a CDS locus 

(disrupting the corresponding CDS) or insertion within an intergenic part 

of the chromosome. 

4.2.84.2.84.2.84.2.8 Machine LearningMachine LearningMachine LearningMachine Learning    

In order to build structural models of GIs, eight features were taken into 

account: The IVOM score (relative entropy), insertion point (1 if within a 



      158  Resolving the structure of Genomic Islands 

CDS locus, 0 otherwise), size of each region (bp), gene density (genes/kb), 

repeats (binary: 1 if present, 0 otherwise), phage-related protein domains 

(binary), integrase(-like) protein domains (binary) and non-coding RNA 

(binary). Furthermore, the RNA feature was further divided into tRNA 

and misc_RNA subcategories; the same applies for the repeats feature that 

was further divided into DRs and inverted repeats (IRs) subcategories. 

The aim of the machine learning in this analysis is dual: GI 

structural models will be trained in order to quantify (i.e. assign weights 

to) the relative contribution of each feature to the GI structure and in a 

second step the derived models will be used to classify previously unseen 

examples (GIs and non-GIs) enabling evaluation of the generalization 

properties of each model and capturing of any potential variation in the GI 

structure. For this purpose, 668 training sets were used to train 11 GI 

models using a Biojava (http://www.biojava.org) implementation of the 

Relevance Vector Machine (RVM) (Tipping, 2001).  

The RVM is a method for sparse, Bayesian-based learning with 

applications in classification and regression analysis; sparse learning 

algorithms are methods that integrate the selection of features with 

learning of the optimal model parameters. The RVM is a model of identical 

functional form to the well-known Support Vector Machine (SVM) 

(Schölkopf et al., 1999) that nonetheless overcomes a few of the limitations 

of the latter (Tipping, 2001). The RVM models exploit overall fewer basis 

functions relative to an SVM model, offering the advantage of increased 

sparsity, building simpler models with better generalization properties on 

unseen data. Moreover the RVM exploits a probabilistic Bayesian learning 

framework, i.e. the model gives estimates of the posterior probability of 

membership in one of the two classes (in classification analysis) rather 

than trying to make an "absolute" binary decision (as in the case of the 

SVM). The RVM method has been previously applied in detecting binding 

sites in human protein-coding sequences (Down et al., 2006), in the 

identification of transcriptional start sites in mammalian DNA (Down and 
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Hubbard, 2002) and in a vertebrate gene finding method (Carter and 

Durbin, 2006).  

Given a set of N examples (training set) along with their 

corresponding class (i.e. GI, non-GI) we are trying to build a model of how 

the input vectors 1{x }Ni i=  affect the corresponding classification 1{ }Ni ic = , 

with the aim of making predictions of the class for unseen input data, 

based on the model parameters (weights) 1{ }Kj
j

w =  calculated during the 

training; K denotes the number of basis functions (in our case structural 

features e.g. repeats, RNA, IVOM, etc) used to describe the data. 

Throughout this analysis, I will refer to the RVM model parameters w as 

"weights" because they quantify the relative contribution of each feature to 

the model, i.e. the higher the feature weight the higher its contribution to 

the model; note that for the model parameters w there is no actual upper 

or lower bound. In order to build structural GI models, the Generalized 

Linear Models (GLMs) (McCullagh and Nelder, 1989), a form of model 

suitable for classification and regression analysis, are exploited. A GI 

structural model (Si) is the weighted sum of K basis functions of the form:  

 

1

K

i j ij

j

S U w x⋅
=

= +∑                  (4.1) 

 

For two-class classification (in our case class 1 corresponds to GI 

and class 0 to non-GI) the aim is to predict the posterior probability that a 

given input x is a true GI, given the model. In the case of a binary 

classification task, a commonly used link function for the GLMs is the 

logistic function:  

1
)
1 i

i
S

S
e

σ
−

( =
+

                 (4.2) 

The logistic function (Figure 4.8) normalizes (0 ≤ σ(Si) ≤ 1) the output of 

model Si and can be considered as an estimate of the probability that a 

given structure is a true GI, given the model. In function 4.1, U is a 
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constant that controls the output of this function, in such a way that the 

final score (assuming the logistic function) can take any value between 0 

and 1. 

The feature weight w is indicative of the actual feature contribution 

to the given model, (i.e. the higher the weight the higher the feature 

contribution), however it does not take into account the dispersion of the 

actual values of a given feature in the training set. A more reliable 

estimate of the actual feature importance can be calculated through the 

following function: 

 

j j jR w SD= ⋅                   (4.3) 

where Rj is the “importance” of feature j with weight wj and standard 

deviation SDj (the standard deviation of the actual values of a given basis 

function in the training set). Under this framework, a basis function with 

significant SDj will be more important (higher R) than a basis function 

with comparable weight but with lower SDj.  

Details about the training and technical aspects of the RVM are 

discussed in detail in (Down and Hubbard, 2003; Tipping, 2001). Briefly, 

the probability that a given dataset is correctly classified given the model 

is given by the following function: 

1

1

( | , ) ( ) (1 ))i i

N
c c

i i

i

P c x w S Sσ σ −

=

= − (∏                                  (4.4) 

where Si  is the output of the linear model for the i-th data in the training 

set; note that for binary classification {0,1}c∈ . 

Exploiting Bayes’ theorem (for details see section 3.2.2.3 of chapter 

3), we can use the likelihood function 4.4 to infer possible weight values 

given the training dataset: 

 

( | , ) ( ) ( | , )P w x c P w P c x w∝                (4.5) 

where P(w) is the prior probability distribution over the weight values. 

Generally, the prior distribution can be a very broad, non-informative 
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distribution, however in the case of the RVM, we are more interested in 

very sparse models (in order to avoid substantial over-fitting to the 

training set), as such we aim to favour simple over complex models. For 

this reason a new vector of parameters α is introduced that controls the 

width of the prior (i.e. Gaussian distribution G) over each weight: 

 

1( ) ( | 0, )i i

i

P w w a
−=∏G
                (4.6) 

Moreover, for the purposes of the Bayesian inference, a very broad (non-

informative) Gamma distribution is used as the hyperprior over the α 

parameter. Note that the α parameter can be seen as the inverse variance 

of the Gaussian distribution (equation 4.6). 

During the training process, the RVM is estimating appropriate 

values of the model weights in an iterative fashion, with the aim of 

maximizing the likelihood function (4.4). If a given basis function is 

informative when classifying the training dataset, then by setting its 

weight to a non-zero value, will increase the number of correctly classified 

data, which in turn will increase the likelihood function (4.4), and 

therefore the probability of the model given the training set. On the other 

hand, if a basis function is not informative (or has redundant information) 

for the classification task, there is no actual weight value that would 

increase the likelihood. 

However, by setting the α parameter to a large value, the prior 

distribution becomes peaked around zero; as such the posterior probability 

of the model is maximized by setting the corresponding weight value to 

zero. When the value of the α parameter of a basis function is sufficiently 

high the corresponding basis function becomes irrelevant, and is removed 

from the model. Under this increased sparsity framework, RVM models 

avoid efficiently overfitting to the training dataset, selecting only a small 

number of “relevance” vectors, with good generalization properties on 

unseen datasets. 
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The issue of finding optimal model parameters, exploiting equation 

4.5, can be solved by different approaches e.g. Maximum Likelihood 

estimation (Tipping, 2001) or the Metropolis-Hastings (Hastings, 1970; 

Metropolis et al., 1953) algorithm; for details see section 3.2.2.3 of  chapter 

3. 

 

 

4.2.94.2.94.2.94.2.9 ROC curveROC curveROC curveROC curve    

In order to evaluate the performance of the RVM classifier under different 

GI models, I implemented a receiver operating characteristic (ROC) curve 

analysis (Appendix I). The ROC curve illustrates graphically the 

performance of a classifier, under different cut-off values showing the 

trade-off between sensitivity and specificity. More specifically, in a ROC 

curve the True Positive rate (Sensitivity) is plotted against the False 

Positive rate (1-Specificity) for increasing values of the score cut-off of a 

binary classifier. The area under the (ROC) curve (AUC) is a measure of 

accuracy: The closer the curve follows the left-hand and the top border of 

the ROC space, the more accurate the classification model. A perfect 

classifier (AUC=1) would predict correctly all the True Positives 
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Figure 4.8: The logistic function f (x) = 1/(1+e–x). 
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(Sensitivity = 1) giving no False Positives (Specificity = 1). A classifier that 

makes a random guess would result in an AUC of 0.5. 

4.2.104.2.104.2.104.2.10 CrossCrossCrossCross----ValidationValidationValidationValidation    

Cross-validation is a method for estimating generalization error based on 

resampling. It provides an indication of how well the classifier performs in 

making new predictions for previously unseen data. Some of the data is 

removed prior to the training; after the training, the data that was 

removed is used to test the performance of the learned model on unseen 

data. That involves the division of the data into m subsets of 

(approximately) equal size; then training the method m times, each time 

leaving out one of the subsets from the training and using that (omitted) 

subset for testing; in this analysis I pursued a five-fold cross validation 

approach dividing each dataset into five subsets. 

4.34.34.34.3 ResultsResultsResultsResults    

Implementing a whole-genome based comparative analysis between 37 

reference strains of three different genera and 12 outgroup genomes, a 

training set of 668 regions was built (Table 4.4). This training set, that 

includes both putative GIs (differentiated from gene loss events by a 

maximum parsimony approach) and randomly sampled regions (non-GIs), 

was used to study the structural variation of GIs and quantify the 

contribution of each feature to a GI structural model. As a starting point, 

GI structural models for each genus were built implementing the RVM 

method (Tipping, 2001). In addition, in order to capture potential genus-

specific signatures as well as to evaluate the ability of the RVM models to 

make generalizations on unseen data from different lineages, cross-genus 

GI models were built using different mixtures of training and test 

datasets. Overall 11 structural GI models were built and analyzed (Table 

4.5); the structural details of each model are discussed in detail in the 

following sections. 
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Table 4.5: A list of 11 structural GI models, built based on different training sets: 1) 421 
Salmonella regions, 2) 107 Streptococcus regions, 3) 140 Staphylococcus regions 
(including 2 regions overlapping rRNA operons), 4) 138 Staphylococcus regions (no rRNA 
operons), 5) 245 Staphylococcus-Streptococcus regions, 6) 559 Salmonella-Staphylococcus 
regions, 7) 528 Salmonella-Streptococcus regions, 8) 666 Salmonella-Staphylococcus-
Streptococcus regions. Training sets 9-11 include three subsets of approximately 140 
different Salmonella-specific regions combined with the Staphylococcus and 
Streptococcus-specific regions. Each model, expressed through function Si, is the weighted 
sum of eight basis functions (structural features): The Interpolated Variable Order Motif 
(IVOM) score that measures both low and high order compositional deviation from the 
backbone composition and is expressed as the relative entropy between the query and the 
genome-backbone (variable order) compositional distribution, the insertion point (INSP) 
of each genomic region; two states were (binary) evaluated: insertion point within a CDS 
locus (disrupting the corresponding CDS) or insertion within an intergenic part of the 
chromosome, the size (SIZE) of each genomic region, the gene density (DENS = number of 
genes per kb) of each region, presence or absence (binary) of direct/inverted repeats 
(REPEATS) flanking the boundaries of each genomic region, presence or absence (binary) 
of integrase  and/or integrase-like (INT) protein domains, presence or absence (binary) of 
phage-related protein domains (PHAGE), presence or absence (binary) of non-coding RNA 
(RNA) in the proximity of each region. 

1)   Si = -0.764 + 6.203  (x)IVOM + 0.000(x)INSP + -4.956(x)SIZE + 0.000(x)DENS + 0.635(x)REPEATS + 0.995(x)INT + 2.086(x)PHAGE + 1.968(x)RNA 

2)   Si = -2.978 + 4.151  (x)IVOM + 3.219(x)INSP +  0.000(x)SIZE + 0.000(x)DENS + 2.185(x)REPEATS + 3.351(x)INT + 0.000(x)PHAGE + 0.000(x)RNA 

3)   Si = -0.005 + 0.000  (x)IVOM + 0.000(x)INSP + -4.324(x)SIZE + 0.000(x)DENS + 0.360(x)REPEATS + 1.303(x)INT + 3.995(x)PHAGE + 0.000(x)RNA 

4)   Si = -4.583 +12.752 (x)IVOM + 0.000(x)INSP + -2.843(x)SIZE + 2.486(x)DENS + 0.000(x)REPEATS + 1.552(x)INT + 2.157(x)PHAGE + 0.000(x)RNA 

5)   Si = -1.544 + 3.756  (x)IVOM + 2.842(x)INSP + -2.583(x)SIZE + 0.000(x)DENS + 1.297(x)REPEATS + 1.892(x)INT + 2.554(x)PHAGE + 0.000(x)RNA 

6)   Si = -0.923 + 6.528  (x)IVOM + 0.000(x)INSP + -4.462(x)SIZE + 0.000(x)DENS + 0.771(x)REPEATS + 1.404(x)INT + 2.441(x)PHAGE + 1.159(x)RNA 

7)   Si = -0.763 + 4.330  (x)IVOM + 2.516(x)INSP + -4.941(x)SIZE + 0.000(x)DENS + 1.030(x)REPEATS + 1.630(x)INT + 2.027(x)PHAGE + 1.842(x)RNA 

8)   Si = -0.879 + 4.659  (x)IVOM + 2.795(x)INSP + -4.434(x)SIZE + 0.000(x)DENS + 0.897(x)REPEATS + 1.553(x)INT + 2.433(x)PHAGE + 1.319(x)RNA 

9)   Si = -1.293 + 5.285  (x)IVOM + 3.072(x)INSP + -3.914(x)SIZE + 0.000(x)DENS + 1.007(x)REPEATS + 1.668(x)INT + 2.847(x)PHAGE + 0.000(x)RNA 

10) Si = -1.057 + 4.234  (x)IVOM + 3.003(x)INSP + -3.396(x)SIZE + 0.000(x)DENS + 0.927(x)REPEATS + 1.722(x)INT + 1.664(x)PHAGE + 1.539(x)RNA 

11) Si = -1.627 + 3.552  (x)IVOM + 0.000(x)INSP + -4.138(x)SIZE + 0.727(x)DENS + 1.449(x)REPEATS + 1.728(x)INT + 3.685(x)PHAGE + 0.000(x)RNA 

 
 

4.3.14.3.14.3.14.3.1 GI structural modelsGI structural modelsGI structural modelsGI structural models    

Each GI model (Table 4.5) is the weighted sum of K basis functions, where 

K denotes the number of features used to describe a GI structure. In this 

analysis, eight structural features were used (IVOM, INTEGRASE, 

PHAGE, SIZE, RNA, DENSITY, REPEATS and INSP). Each feature is 

evaluated during the training process of the RVM, and its overall 

contribution to the structural model is expressed by the corresponding 

feature weight.  

For example a feature frequently related to GI structures (but 

absent from randomly sampled regions), receives typically higher weight 

(i.e. contributes more to the model) compared to a feature found equally 
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frequently both in GIs and non-GIs; in the latter case the feature weight 

will be lower or even zero (i.e. feature ignored). 

In the following section the contribution of each structural feature 

to the corresponding GI model is evaluated through a function (R) that 

quantifies the relative feature importance, rather than the actual feature 

weight (w). Briefly the importance R of each feature is expressed as the 

product of the corresponding weight w and the corresponding standard 

deviation (SD) of the feature values in the training set.  

I prefer to assess the feature contribution to the model, through the 

R rather than the w value, because R takes into account the variability of 

the dataset, normalizing the values with the corresponding SD. Consider 

for example two different structural features; the values of the first 

feature in the training set have higher dispersion relative to the values of 

the second feature. If both features have comparable w values, then the 

first feature will be more important than the second one meaning that, 

because of its variability, it is more informative than the second feature. 

Based on that, it is not unusual for some features to have a very high 

value of w but a low value of R. 

4.3.1.14.3.1.14.3.1.14.3.1.1 GenusGenusGenusGenus----specificspecificspecificspecific    

4.3.1.1.14.3.1.1.14.3.1.1.14.3.1.1.1 SalmonellaSalmonellaSalmonellaSalmonella    

Using 211 positive (putative GIs) and 210 negative (randomly sampled) 

examples (Table 4.4, Appendix E) a model that describes the structure of 

GIs present in the Salmonella lineage was built (Figure 4.9, Table 4.5). 

Overall under this model, the most “important” (informative) features are: 

IVOM (RIVOM = 0.65), SIZE (RSIZE = 0.38), PHAGE (RPHAGE = 0.27), RNA 

(RRNA = 0.26), INTEGRASE (RINT = 0.13) and REPEATS (RREPEATS = 0.085); 

in this model, the DENSITY and INSP features were ignored. Note that 

the SIZE feature received a negative weight (WSIZE = -4.956); the same 

applies for all the other GI models apart from the one built based on the 

Streptococcus dataset (see below) in which the SIZE feature is completely 
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ignored (WSIZE = 0). A more detailed discussion about the negative weight 

of the SIZE feature is provided in section 4.4. 

In order to investigate further the structural variation of GIs, in 

terms of preference for insertion within a specific locus and for different 

type of repeats flanking their boundaries, the RNA feature was further 

subdivided into tRNA and misc_RNA (any kind of non-coding RNA apart 

from tRNA) features; the same applies for the REPEATS feature that was 

further divided into DRs and IRs. The relative “importance” of those six 

structural features was evaluated pair-wise: (RNA, INSP), (tRNA, 

misc_RNA) and (DRs, IRs) (Figure 4.10).  

The results show that for GIs present in Salmonella chromosomes, 

insertion within an RNA (RRNA = 0.72) rather than a CDS locus (RINSP = 

0.0) is the most informative feature when classifying unknown regions as 

GIs. In the case of RNA locus, insertion of GIs within a tRNA (RtRNA = 

0.60) is slightly more informative than insertion within a misc_RNA locus 

(RmiscRNA = 0.51). In terms of type of repeats flanking the boundaries of 

GIs, DRs (RDRs = 0.63) rather than IRs (RIRs = 0.0) is the most informative 

feature. 
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Figure 4.9:    Radar diagram illustrating the feature weight (A) and “importance” (B) of the 

eight structural features under different GI models, based on 11 training datasets. Features: 

IVOM (feature composition), INSP (insertion point), SIZE (the size of each region), DENSITY 

(gene density), REPEATS (repeats flanking each region), INTEGRASE (integrase-like 

protein domains), PHAGE (phage-related protein domains), RNA (non-coding RNAs). Each 

apex in the octagon-like diagram corresponds to one of the eight structural features, while 

the height of the plot at the corresponding apex is indicative of the actual feature weight (A) 

or importance (B). 
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4.3.1.1.24.3.1.1.24.3.1.1.24.3.1.1.2 StaphylococcusStaphylococcusStaphylococcusStaphylococcus    

The model that describes the structure of GIs present in Staphylococcus 

genomes was built based on 66 putative GIs and 74 randomly sampled 

regions (Table 4.4, Appendix F). Overall under this model, the most 

predictive informative structural features are: PHAGE (RPHAGE = 0.65), 

SIZE (RSIZE = 0.51), INTEGRASE (RINT = 0.25) and REPEATS (RREPEATS = 

0.07); the remaining features were ignored. Two randomly sampled 

regions had the two highest IVOM scores in this dataset of 140 examples. 
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Figure 4.10: Bar chart illustrating the feature weight (top) and “importance” (bottom) of six 
structural features (evaluated pair-wise), under three different dual-featured GI models, 
trained on: Salmonella, Staphylococcus and Streptococcus-specific regions respectively. 
Features: [RNA, INSP], [tRNA, misc_RNA], [DRs, IRs]. 
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These two regions (Staph.Epid_RP62.non.12 and Staph.MRSA252.non.21 

in Appendix F) overlap with two rRNA operons. rRNA operons often 

deviate compositionally from the genome backbone composition mainly 

due to specific, well-preserved functional constraints rather than their 

horizontal origin (Vernikos and Parkhill, 2006; Vernikos et al., 2007). 

Excluding those two regions and repeating the training, the GI model 

assigned weights to previously ignored features and modified each weight 

overall: DENSITY (RDENS = 0.92), IVOM (RIVOM = 0.74), PHAGE (RPHAGE = 

0.35), SIZE (RSIZE = 0.34), INTEGRASE (RINT = 0.30); the rest of the 

features were ignored (Figure 4.9, Table 4.5). 

When GI models are trained (pair-wise) only on selected structural 

features, insertion within a CDS locus (RINSP = 1.1) is more informative 

than insertion within an RNA locus (RRNA = 0.26). Between the different 

type of non-coding RNAs, insertion within a tRNA (RtRNA = 0.64) rather 

than a misc_RNA (RmiscRNA = 0.0) is the most informative feature. In terms 

of type of repeats, again DRs is the most informative feature (RDRs = 0.85, 

RIRs = 0.0) (Figure 4.10). It is worth noting that under these three partial 

GI models, some previously ignored (under the full GI model above) 

structural features, i.e. RNA, INSP and REPEATS, are now informative 

predictors, further suggesting those features were redundant predictors 

under the full model in which all eight features were evaluated. 

4.3.1.1.34.3.1.1.34.3.1.1.34.3.1.1.3 StreptococcusStreptococcusStreptococcusStreptococcus    

The training set for the Streptococcus genus consists of 54 and 53 positive 

and negative control examples respectively (Table 4.4, Appendix G). Under 

this model, the most informative GI structural features are: INTEGRASE 

(RINT = 0.67), IVOM (RIVOM = 0.56), INSP (RINSP = 0.53) and REPEATS 

(RREPEATS = 0.48). The remaining four features were ignored (Figure 4.9, 

Table 4.5), giving the highest sparsity GI model that exploits only four (of 

the eight) basis functions. 

In terms of pair-wise evaluation of selected structural features 

(Figure 4.10), GIs present in Streptococcus genomes follow the same 

pattern of insertion point preference with the Staphylococcus GIs, i.e. 
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insertion within a CDS locus (RINSP = 1.84) is more informative than 

insertion within an RNA locus (RRNA = 0.45); the same applies for the type 

of non-coding RNAs (RtRNA = 0.013, RmiscRNA = 0.0) and the type of repeats 

(RDRs = 1.33, RIRs = 0.0). 

4.3.1.24.3.1.24.3.1.24.3.1.2 CrossCrossCrossCross----genusgenusgenusgenus    

4.3.1.2.14.3.1.2.14.3.1.2.14.3.1.2.1 StaphylococcusStaphylococcusStaphylococcusStaphylococcus----StreptococcusStreptococcusStreptococcusStreptococcus    

Combining 138 Staphylococcus and 107 Streptococcus genomic regions, a 

dataset of 245 (Gram positive) examples was built in order to study the 

structural variation of GIs across genus/species boundaries. In this cross-

genus GI model the most informative features are: PHAGE (RPHAGE = 

0.41), INSP (RINSP = 0.39), IVOM (RIVOM = 0.374), INTEGRASE (RINT = 

0.37), SIZE (RSIZE = 0.272) and REPEATS (RREPEATS = 0.270); the 

remaining structural features were ignored (Figure 4.9, Figure 4.11 and 

Table 4.5). 

4.3.1.2.24.3.1.2.24.3.1.2.24.3.1.2.2 SalmonellaSalmonellaSalmonellaSalmonella----StaphylococcusStaphylococcusStaphylococcusStaphylococcus    

A cross-genus dataset of 421 Salmonella and 138 Staphylococcus specific 

regions was built and used to train a GI structural model; under this 

model the most informative features, are: IVOM (RIVOM = 0.62), SIZE 

(RSIZE = 0.40), PHAGE (RPHAGE = 0.34), INTEGRASE (RINT = 0.21), RNA 

(RRNA = 0.15) and REPEATS (RREPEATS = 0.12). The remaining features 

were ignored (Figure 4.9, Figure 4.11 and Table 4.5). 

4.3.1.2.34.3.1.2.34.3.1.2.34.3.1.2.3 SalmonellaSalmonellaSalmonellaSalmonella----StreptococcusStreptococcusStreptococcusStreptococcus    

Combining the Salmonella and Streptococcus-specific regions, a dataset of 

528 examples was built. Under this cross-genus GI model, the most 

informative structural features are: IVOM (RIVOM = 0.48), SIZE (RSIZE = 

0.39), PHAGE (RPHAGE = 0.28), INTEGRASE (RINT = 0.25), RNA (RRNA = 

0.24), INSP (RINSP = 0.20) and REPEATS (RREPEATS = 0.16) (Figure 4.9, 

Figure 4.11 and Table 4.5). 
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Figure 4.11: Radar diagram illustrating the “importance” of eight structural features under 

different genus-specific and cross-genus (2 genera) GI models: Staphylococcus-Streptococcus 
(top), Salmonella-Staphylococcus (bottom-left) and Salmonella-Streptococcus (bottom-right). 
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4.3.1.2.44.3.1.2.44.3.1.2.44.3.1.2.4 All three generaAll three generaAll three generaAll three genera    

In order to study the structural variation of GIs across the three genera, 

taking into account the difference in the dimensionality of the three genus-

specific datasets (421 Salmonella, 138 Staphylococcus and 107 

Streptococcus-specific regions), two different approaches were followed: In 

the first approach a training set (N = 666) was built combining the full 

Salmonella and the other two genus-specific datasets; in the second 

approach the Salmonella dataset was split into three subsets (N ≈ 140 

each) each of which was combined with the full Staphylococcus and 

Streptococcus datasets giving three training sets (namely set1, set2 and 

set3) of approximately 385 examples each; in each set the three different 

genera contribute approximately the same number of examples. 

Training the RVM on the full (N = 666) cross-genus dataset (all), 

the most informative GI structural features are: IVOM (RIVOM = 0.48), 

SIZE (RSIZE = 0.39), PHAGE (RPHAGE = 0.35), INTEGRASE (RINT = 0.25), 

INSP (RINSP = 0.24), RNA (RRNA = 0.17) and REPEATS (RREPEATS = 0.15) 

(Figure 4.9, Figure 4.12 and Table 4.5). 

Using each of the three smaller datasets (set 1-3) to train the RVM, 

the most informative features under the three GI models are (for each 

model, respectively): IVOM [RIVOM = 0.49, 0.43, 0.39], PHAGE [RPHAGE = 

0.42, 0.25, 0.56], SIZE [RSIZE = 0.37, 0.32, 0.41], INTEGRASE [RINT = 0.29, 

0.30, 0.31], INSP [RINSP = 0.34, 0.34, 0.0], REPEATS [RREPEATS = 0.19, 0.17, 

0.27], DENSITY [RDENS = 0.0, 0.0, 0.26] and RNA [RRNA = 0.0, 0.19, 0.0]. 

Based on the four RVM trainings (all, set1, set2 and set3), the four models 

that capture the structural variation of GIs across the three genera have 

converged over fairly similar GI structures, with the exception of genus-

specific features, i.e. the RNA feature for Salmonella, the INSP feature for 

Streptococcus and the DENSITY feature for Staphylococcus (see 

discussion and Figure 4.12). 
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Figure 4.12: Radar diagram illustrating the “importance” of eight structural features under 
different genus-specific and cross-genus (3 genera) GI models: The Salmonella complete 
dataset (A), set1 (C), set2 (D) and set3 (E) are combined with the complete Staphylococcus and 
Streptococcus training datasets. The above four cross-genus GI models are shown together in
the same diagram (B) for ease of comparison. 
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4.3.24.3.24.3.24.3.2 Prediction accuracyPrediction accuracyPrediction accuracyPrediction accuracy    

In order to evaluate the prediction accuracy of the RVM classifier each 

dataset was split into five smaller subsets of approximately the same size 

and the RVM was trained on the 4/5 of the dataset and tested on the 

remaining 1/5; this process was repeated five times (for each dataset), 

classifying each time non overlapping test sets (five-fold cross validation). 

Moreover, in order to evaluate further the generalization properties of 

each GI structural model I performed six “genus-blind” cross validations, 

training a model only on examples of one genus and testing it on examples 

of the other two. This blind test was performed in order to investigate how 

different genus-specific models would perform in classifying regions from 

unknown taxa. In order to estimate the relative accuracy and 

generalization properties of each model, I performed a ROC curve 

analysis, evaluating the AUC. 

Overall, throughout the 10 five-fold cross validations the different 

GI models made good generalizations on unseen data, classifying with 

high accuracy (AUC: 0.82-0.94) unknown examples (GIs and non-GIs) 

(Figure 4.13 and Appendix I). Between the three different genus-specific 

GI models, the Streptococcus (Strep) model is the most accurate, followed 

by the Salmonella (Salm) and the Staphylococcus (Staph) models (AUC: 

0.94, 0.83 and 0.82 respectively). 

Between the three different GI models, trained on a mixture of 

examples from two different genera, the Staph-Strep (Gram-positive) 

model is the most accurate, followed by the Salm-Staph and the Salm-

Strep models (AUC: 0.88, 0.85 and 0.84 respectively). Overall the Salm-

Staph model performs better than the corresponding two genus-specific 

Salm and Staph models (Figure 4.13); similarly the Salm-Strep and Staph-

Strep models are overall more accurate than the Salm and Staph models 

respectively. 

GI models trained on a mixture of examples from all the three 

genera show fairly similar performance (AUC: 0.84-0.88). More specifically 

the three GI models trained on datasets in which the three genera are 
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equally represented (i.e. set1, set2 and set3), perform equally well (AUC: 

0.87, 0.86, 0.88) and slightly better than the model trained on all (N = 666) 

examples (AUC: 0.84), underlining the increased sparsity property of the 

RVM method. 

 

 

 

The evaluation of the three genus-specific GI models, under a 

“genus-blind” cross-validation framework indicates that the RVM 

classifier can very accurately predict unseen examples from close or 

distantly related genera that are not included in the training set (Figure 

4.13). More specifically, using the Salm model to classify Staphylococcus 

and Streptococcus-specific regions can be overall more (AUC: 0.87 vs 0.82) 

or similarly (AUC: 0.91 vs 0.94) accurate compared to the corresponding 

Cross Validation

0.7

0.75

0.8

0.85

0.9

0.95

1

S
a
lm

S
ta
p
h

S
tr
e
p

S
a
lm
-S
ta
p
h

S
a
lm
-S
tr
e
p

S
ta
p
h
-S
tr
e
p

a
ll
3
 (
A
L
L
)

a
ll
3
 (
s
e
t1
)

a
ll
3
 (
s
e
t2
)

a
ll
3
 (
s
e
t3
)

S
a
lm
-S
ta
p
h
*

S
a
lm
-S
tr
e
p
*

S
ta
p
h
-S
a
lm
*

S
ta
p
h
-S
tr
e
p
*

S
tr
e
p
-S
a
lm
*

S
tr
e
p
-S
ta
p
h
*

Dataset

A
U
C

Figure 4.13: A Bar chart illustrating the average performance of the RVM classifier, 
under different training and test datasets. Each dataset is split into five subsets of 
approximately equal size; four of the five subsets are used to train an RVM model while 
the omitted subset is used to test the performance of this model. This process is 
repeated five times on non overlapping test sets (five-fold cross-validation). The 
performance of the RVM models was evaluated through the receiver operating 
characteristic (ROC) curve. The average value and ±1 S.D. of the AUC over the five 
subsets of the five–fold cross-validation is calculated for the first ten datasets. The AUC 
values for the last six datasets (with the asterisk) summarize the performance of the 
RVM, when trained on the whole dataset of the first genus and tested on the whole 
dataset of the second genus, e.g. for the Salm-Strep* dataset, the 421 Salmonella-
specific regions were used to train a GI model that was tested on the 107 Streptococcus-
specific regions. 
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genus-specific models, respectively. The Staph model shows high accuracy 

(AUC: 0.81 and 0.89) in classifying Salmonella and Streptococcus-specific 

regions respectively; overall this model is slightly less accurate than the 

corresponding genus-specific models (AUC: 0.83 and 0.94 respectively). 

Similar conclusions can be drawn for the performance (AUC: 0.79 and 

0.85) of the Strep model when classifying Salmonella and Staphylococcus-

specific regions respectively. Again this model is more accurate in 

classifying Staphylococcus-specific regions than the Staph model (AUC: 

0.85 and 0.82 respectively), but is less accurate in classifying Salmonella-

specific regions than the Salm model (AUC: 0.79 and 0.83 respectively). 

4.44.44.44.4 DiscussionDiscussionDiscussionDiscussion    

The aim of this analysis was to study the structural variation of GIs, 

quantifying and modelling the “importance” of genetic features that can be 

informative when classifying GIs and non-GI regions, enabling a 

quantitative rather than a descriptive definition of the actual GI structure 

to be proposed. The basic principle behind this analysis is a hypothesis-

free framework, in which no a priori assumptions are made about the GI 

structure. 

Implementing a machine learning oriented approach, genomic 

regions (both GIs and randomly sampled regions) from 37 chromosomes of 

three different genera were exploited in order to build genus-specific as 

well as cross-genus GI structural models. Overall the three genus-specific 

GI models show both core and variable structural features with distinct 

genus-specific signatures. For example, the IVOM and INT features are 

informative in all three GI models; on the other hand the RNA, INSP and 

DENSITY features are Salmonella, Streptococcus and Staphylococcus-

specific features respectively (Figure 4.9, Table 4.5).  

Moreover, in the Strep model apart from the INSP feature, the INT 

and REPEATS features contribute more to the overall structural model 

compared to the other two genus-specific models, while the SIZE and 
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PHAGE features seem to be informative only in the Salm and Staph 

structural GI models. 

Care should be taken when interpreting the “importance” of each of 

the eight structural features. In this analysis the GI models are built by 

evaluating how informative each feature is, taking into account cross-

feature relationships and information redundancy. Mapping the eight 

features in a high dimensional space enables cross-feature relationships to 

be captured: if some features contain information present already in other 

features (redundant information) then for the sake of model-sparsity those 

features (basis functions) will be ignored by setting their weight to zero 

value. That however does not necessarily mean that those features may 

not be informative when seen on their own, i.e. in single-featured GI 

models (Figure 4.14).  

Therefore it is more intuitive to interpret the “importance” of each 

feature as its relative (in combination with the rest of the features) rather 

than its absolute “importance” under a GI model. For example in the Strep 

model, the PHAGE feature is ignored when building a model evaluating 

all the eight features. However when the PHAGE feature is evaluated in a 

single-featured model, it turns out to be the second most informative 

feature (Figure 4.14); this observation is in line with previous studies 

showing the impact of bacteriophage elements in the evolution of 

Streptococci (Banks et al., 2003; Broudy et al., 2001; Fischetti, 2007). 

Perhaps some of the information in the PHAGE feature is already present 

in some other features (e.g. phage integrase protein domains of the 

INTEGRASE feature) making the PHAGE feature a redundant predictor 

under a multi-featured GI model. 

The same observation applies for the SIZE feature. In a multi-

featured model, SIZE is a very informative feature for the Salm and Staph 

models; however in a single-featured model (i.e. evaluated on its own) the 

SIZE feature is ignored in all three genera models (Figure 4.14). This 

further suggests that in multi-featured models some structural features 

correlate with the SIZE feature. Moreover throughout this analysis, the 
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SIZE feature received a negative weight in all GI models apart from the 

Strep model. Generally, during the training process some features may 

correlate positively or even negatively (e.g. the SIZE feature) with class 

membership. This does not necessarily suggest that true GIs are always of 

small size, but rather that the SIZE feature is negatively correlated with 

some other features.  

This observation becomes much clearer in the case of the Strep 

model in which both the SIZE and the PHAGE features received a weight 

of zero. However in the other 10 models, the same two features received a 

negative and a positive weight respectively (Table 4.5). Perhaps the SIZE 

feature is inversely correlated with the PHAGE feature, suggesting that 

GIs of phage origin are on average larger than GIs of different origin. 

Indeed for the Salmonella and the Staphylococcus dataset the average size 

of GIs of phage origin is significantly larger than the size of GIs of 

different origin (p-value = 1.17 x 10-7 and 1 x 10-5 respectively). In order for 

the reverse correlation of the SIZE and some features to be captured in the 

model, the SIZE feature has to have a negative weight. 

The fact that in the Strep GI model, three structural features (i.e. 

INTEGRASE, REPEATS and INSP) are unusually highly informative 

(relative to the other two genus-specific models) while at the same time 

those three features are frequently involved in the mobilization of genomic 

DNA (i.e. integration/excision), leaves open the possibility of a GI model 

that is capturing a distinct Streptococcus-specific mechanism of genetic 

element integration preferably within CDS loci.  

It is worth noting that the Strep GI model shows the highest 

sparsity exploiting only half of the basis functions (4 out of the 8 structural 

features), compared to the Staph (5 out of 8) and the Salm (6 out of 8) GI 

models, proposing a much simpler structural model, in order to describe 

GIs in the Streptococcus lineage (Table 4.5); this observation is in line 

with the outstanding classification accuracy of the Strep GI model (AUC: 

0.94 − Figure 4.13).  
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Figure 4.14: Bar chart illustrating the “importance” of eight structural 

features under a Salmonella, Staphylococcus and Streptococcus GI model. 
Grey-coloured bars show the “importance” of every feature, in a (multi-

featured) GI model in which all eight features are taken into account (relative 

importance). Gradient black-coloured bars show the “importance” of each 

feature, in a (single-featured) GI model with only one structural feature 

evaluated each time (absolute importance). 
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The distinct structural feature with the highest contribution to the 

Staph GI model, while being ignored in the other two genus-specific 

models, is the DENSITY feature (Figure 4.9, Figure 4.15). Overall the 

average gene density of GIs present in Staphylococcus genomes, is 

significantly (p-value = 1.4 x 10-6) higher than that of randomly sampled 

regions; in Salmonella and Streptococcus lineages this feature is less 

informative when predicting GIs (p-value = 1.7 x 10-3 and 1.3 x 10-2 

respectively).  

Again, it is possible that this genus-specific GI model is capturing 

the underlying origin of GIs present in Staphylococcus genomes, 

suggesting chromosomes of higher gene density than that characterizing 

the Staphylococcus lineage as the potential source of those GIs; one 

obvious possibility being bacteriophage genomes. For example, the 

staphylococcal pathogenicity islands (SaPIs) represent members of a 

structurally very well conserved family of phage-related GIs (Novick and 

Subedi, 2007); the structure of SaPIs is discussed in section 1.2.1 of 

chapter 1. 

Increasing further the resolution within certain GI structural 

features (i.e. insertion within a CDS or RNA locus, tRNA or misc_RNA 

and DRs or IRs), training the RVM pair-wise only on those selected 

features, the genus-specific signatures of each model become more evident 

(Figure 4.10). For the prediction of GIs in the Salmonella lineage, 

integration within a non-coding RNA locus is much more informative than 

within a CDS locus.  

The opposite observation can be made for the Staphylococcus and 

Streptococcus models. In the case of non-coding RNA, insertion within a 

tRNA or a misc_RNA locus are almost equally informative for the 

prediction of Salmonella GIs, while in Staphylococcus and Streptococcus 

lineages, insertion within a tRNA locus is much and slightly more 

informative than insertion within a misc_RNA respectively. In all three 

genera the predominant type of repeats associated with GIs are DRs. 
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Figure 4.15: Gene Density of class “1” (GIs) and class “0” (randomly sampled) regions 

in Salmonella (top, p-value = 1.7 x 10-3), Staphylococcus (middle, p-value = 1.4 x 10-6) 
and Streptococcus (bottom, p-value = 1.3 x 10-2) genera. The p-value has been
calculated using a two-tailed t-test.  
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Although the three genus-specific GI structural models show 

distinct signatures, suggesting well-defined GI families with core and 

variable regions, when the RVM training takes place on a mixture of 

cross-genus examples, the various GI models converge over fairly similar 

GI structures (Figure 4.9). This observation supports further the idea that 

GIs overall represent a superfamily of mobile elements with significant 

structural variation, rather than a well defined family when looking across 

genus boundaries.  

When the predictive accuracy and generalization properties of the 

cross-genus models are evaluated, many of those models perform overall 

equally well or better compared to the corresponding genus-specific models 

(Figure 4.13). This observation perhaps suggests that in some cases the 

RVM method has overfitted slightly on a subset of a genus-specific 

training dataset, misclassifying the remaining subset; when more training 

examples from other genera are included in the training dataset, models 

with much lower degree of overfitting are trained. 

Between the cross-genus GI models, trained on a mixture of two 

different genera examples, the Staph-Strep model shows the highest 

accuracy compared to the Salm-Staph and Salm-Strep. Perhaps this cross-

genus GI model is capturing structural properties of GIs found in Gram 

positive bacteria that are less or not informative for the prediction of GIs 

in Gram negative bacteria (Hacker et al., 1997). 

Even when the cross validation is based on a GI model that is 

trained on a genus-specific dataset and tested on examples of a different 

genus, the prediction accuracy remains remarkably high, further 

supporting the concept of the GI superfamily. For example, the accuracy of 

the model trained on Salmonella examples and tested on Streptococcus 

examples, is very similar to that of the Streptococcus-specific model. 

Moreover, the genus-specific GI model with the highest sparsity i.e. the 

Strep model discriminates remarkably well GIs from randomly sampled 

regions when tested on examples from the other two genera (Figure 4.16). 
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Figure 4.16: Scatter plot showing the posterior probability of a given region of being a true 
GI, given the model. Each genus specific dataset (e.g. Salm) is used to train an RVM 
model (e.g. Salm-train) that is then tested on the dataset of one of the other two genera 
(e.g. Strep-test). Each point in the scatter plot represents the posterior probability of 
either a GI (class 1, blue coloured) or a randomly sampled region (class 0, red coloured) of 
being a true GI given the model. For example in scatter plot A, a model trained on the 
Salmonella dataset was tested on the Streptococcus dataset: GIs (blue coloured points) in 
the test-set were correctly classified with a high probability very close to 1 while randomly 
sampled regions (red coloured points) in the test-set received on average a much lower 
probability. 
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Overall, the evaluation of the eight structural features across the 11 

training datasets shows that the IVOM, PHAGE, SIZE and INTEGRASE 

features are on average the most informative ones, followed by the INSP, 

REPEATS, DENSITY and RNA features (Figure 4.17). It seems that the 

four most informative structural features are important predictors when 

classifying GIs from any of the three genera, suggesting that there are 

core features of a superfamily of mobile elements, whereas the other four, 

less informative features are capturing genus-specific properties of GIs 

(being informative only when predicting GIs from a single genus), 

suggesting these may be variable features of distinct genus-specific GI 

families.  

 

The analysis carried out in this chapter forms the first attempt to 

quantify the actual GI structure in a probabilistic framework taking into 

account the contribution of all the informative structural features. Instead 

of vaguely describing putative GIs we can explicitly quantify our level of 

confidence that they fit an empirically-derived structure. This probabilistic 

Figure 4.17: Bar chart illustrating the average “importance”, across 11 structural GI 
models, of the eight structural features evaluated in this analysis. The eight features have 
been sorted (in decreasing order) based on their average “importance”. Error bars show 1 
SD. 
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scoring framework enables a systematic description of GI elements, which 

can be ranked based on their underlying structural information and 

subsequently classified into distinct structural families. 

Although this methodology provides some new insights about the 

structural variation of GIs, there are some limitations that have to be 

taken into account: 1) the RVM method shows increased sparsity, 

providing simple models that can very accurately capture the underlying 

structural variation in some cases (e.g. the Strep model). On the other 

hand, the RVM method overfitted twice, to some extent, to the 

Staphylococcus dataset: firstly, the two Staph models (with and without 

the two rRNA operons in the control dataset) show significantly different 

weights, and secondly the Staph model models the Staphylococcus dataset 

more poorly than any of the other two genus-specific models (Salm and 

Strep), perhaps overfitting to the DENSITY feature. To test whether this 

is indeed the case for the Staph model, the DENSITY feature was removed 

from the training and test datasets and the cross validation was repeated 

using the three models (Salm, Staph, Strep), re-evaluating their 

performance on the Staphylococcus dataset.  

The data supports the suggestion that the poorer performance of the 

Staph model on the Staphylococcus dataset, relative to the other two 

genus-specific models, is due to overfitting of the model to 20% of the 

dataset that had examples with significantly higher gene density than the 

rest of the dataset. The new Staph model outperforms the other two 

models when tested on the Staphylococcus dataset; more specifically, the 

AUC before and after the removal of the DENSITY feature for the three 

models, is as follows: (Staph = 0.824, 0.875), (Salm = 0.872, 0.865), (Strep 

= 0.850, 0.850). 2) The RVM method, as implemented in the current study, 

gave an error margin of 10-20%.  

Possible sources of this error margin include: Significant structural 

intersection of the GIs and the randomly sampled regions; some randomly 

sampled regions were sampled close to classical GI-related structural 

features (e.g. tRNA) simply by chance while a few GIs lack most (or all) of 
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the classical GI-related features (since no a priori structural assumptions 

were made). Moreover, the phylogenetic sample used in the current study 

strongly affects the validity of the training datasets; overall 11-13 strains 

and four outgroups were analyzed for each reference genus.  

Regions of limited phylogenetic distribution (under a maximum 

parsimony evaluation) were defined as GIs, while inter-GI chromosomal 

regions were randomly sampled. Under this framework there are two 

possibilities to be taken into account: Firstly, some predicted GIs might 

not actually represent true GIs, if the phylogenetic resolution is further 

increased, i.e. including more reference strains and more distantly related 

outgroups. Secondly, some randomly sampled regions might have been 

sampled over “ancient” GIs that were acquired prior to the divergence of 

the reference and the outgroup lineages. Consequently, care should be 

taken when interpreting the results of this analysis; the parameters of the 

RVM models and the validity of the actual training datasets directly affect 

the conclusions drawn about the structural variation of GIs. These 

conclusions are specific only for the three datasets analyzed, the structural 

annotation methodology and the machine learning method implemented in 

this study. 

The species sample used in this analysis is inevitably small in the 

context of a wide, representative sampling of the GI structural space. 

However, it forms a proof of concept showing that the components of a GI 

structure can explicitly be quantified through a probabilistic framework. 

Under this concept more species and many more structural components 

(e.g. the distance of GIs from the origin of replication oriC, their relative 

time of acquisition, number of pseudogenes per island and coding strand 

bias) can be taken into account and evaluated, enabling the construction of 

more sophisticated and more detailed structural models. 

Overall in this analysis, I showed that GIs tend to fall within 

structural families with well defined signatures when looking within 

certain lineage boundaries, but when the taxa resolution decreases, i.e. 

looking at GIs across different species, universally distributed structural 
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GI components emerge. Perhaps overall, GIs should be seen as a 

superfamily of mobile elements with unifying and variable structural 

features rather than a single, well-defined family. 



Chapter 5Chapter 5Chapter 5Chapter 5  

Experimental validation Experimental validation Experimental validation Experimental validation of of of of the predictionsthe predictionsthe predictionsthe predictions    

5.15.15.15.1 IntroductionIntroductionIntroductionIntroduction    

So far I have discussed three different methodologies for the prediction of 

Genomic Islands (GIs), i.e. a compositional-based (chapter 2), a 

comparative-based (chapter 3) and a structural-based (chapter 4) 

approach. For each method I have used an in silico derived, manually 

curated test-dataset in order to validate the results and benchmark the 

prediction accuracy. However, what I have not yet discussed is a “real-

life”, combined application of these methods on un-annotated datasets, 

derived from very early stages in the annotation pipelines; this reveals the 

true strengths/weaknesses of this multifactorial, integrative approach in 

aiding and/or guiding (rather than extending pre-existing) annotation 

methodologies, especially when the genome sequences of closely related 

strains are not available to identify horizontally acquired regions. 

This challenge forms the focus of this chapter; using a newly 

sequenced, un-annotated bacterial genome, the aim is to make in silico 

predictions of horizontally acquired regions, exploiting an integrative 

compositional and structural-based approach, and use experimental, 

rather than in silico, protocols to confirm the putative origin (vertical or 

horizontal) of the predicted genomic regions. Applying a Polymerase 

Chain Reaction (PCR) protocol, the presence and absence of the predicted 

islands will be probed in 17 un-sequenced closely and distantly related 

strains and the true borders of these islands will be confirmed by 

sequencing across the boundary site in strains lacking the island. 

 At the time that this project was conceived, the genome sequence of 

Stenotrophomonas maltophilia, strain K279a became available. S. 

maltophilia, previously taxonomically classified as Xanthomonas 

maltophilia or Pseudomonas maltophilia, is a gram-negative, aerobic, 

nonfermentative bacillus (Denton and Kerr, 1998). S. maltophilia, is an 
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important nosocomial pathogen, especially in immunocompromised 

patients, it has an unclear route of acquisition, little is known about its 

virulence properties (Denton and Kerr, 1998) and it shows resistance to 

broad-range antimicrobial agents, including β-lactam (Saino et al., 1982) 

and aminoglycoside antibiotics (Muder et al., 1996). Clinical 

manifestations related to S. maltophilia, include, but are not limited to, 

endocarditis (Mehta et al., 2000), bacteremia (Muder et al., 1996), 

meningitis (Libanore et al., 2004) and pneumonia (Fujita et al., 1996). 

 Therefore the genome sequence of S. maltophilia K279a forms an 

excellent test-dataset for the purposes of this analysis; S. maltophilia is an 

important life-threatening pathogen, with unknown virulence properties, 

and there is only one complete genome sequence of this species available, 

rendering benchmarking based on in silico comparative genomics 

inapplicable.  

5.25.25.25.2 MethodsMethodsMethodsMethods    

Given my very limited previous experience in lab-based techniques and 

protocols, the experimental methodology followed in this analysis was 

designed to be effective and at the same time simple and easy to 

implement, without requiring special training and extensive supervision.  

The aim was to validate the in silico predictions by exploiting the PCR 

protocol, using primers designed to flank the borders of the candidate 

islands predicted in the sequenced genome; this methodology made it 

feasible to sample the presence/absence of those GIs in closely and 

distantly related un-sequenced S. maltophilia clinical isolates, draw 

conclusions about their phylogenetic distribution and estimate the 

accuracy of the predicted boundaries.  

The in silico and experimental methods pursued in this analysis are 

described in the following sections. It should be noted that the conclusions 

drawn will be purely based on the results confirming both the presence of 

the candidate islands in some strains and their absence from at least one 

of the remaining strains; in case the data cannot confirm these two 
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requirements, I will not make any inferences about the possible 

phylogenetic distribution and the origin of those predicted regions (see 

discussion section). 

5.2.15.2.15.2.15.2.1 In silicoIn silicoIn silicoIn silico prediction of GIs prediction of GIs prediction of GIs prediction of GIs    

The genome sequence (size: 4.85Mb, G+C%: 66.32) of S. maltophilia strain 

K279a (http://www.sanger.ac.uk/Projects/S_maltophilia/) was used as 

input to the Alien_Hunter (Vernikos and Parkhill, 2006) software (see 

chapter 2) and candidate GIs were predicted exploiting only 

compositional-based information. In a second step, the predicted 

candidate GIs were structurally annotated as discussed in chapter 4 and 

their structural annotation was used as input to the relevance vector 

machine (RVM) classifier (Tipping, 2001); RVM assigned a score to each 

prediction, quantifying our posterior belief that those structures are likely 

to be true GIs.  

For the classification purposes, the three genus-specific structural 

GI models of Salmonella, Staphylococcus and Streptococcus described in 

chapter 4, as well as a model trained on all three datasets (Table 5.1, 

Table 5.2) were exploited. A sample of eight predictions with both highly 

and less probable GI structures with a score range of 0.2371–0.9997 

formed the test-dataset of this analysis. 

5.2.25.2.25.2.25.2.2 Comparative analysisComparative analysisComparative analysisComparative analysis    

For the in silico sequence comparisons between the predicted boundaries 

of the putative GIs in the reference strain and the sequenced DNA 

fragments across the predicted insertion point in the un-sequenced S. 

maltophilia strains, a BLASTN (Altschul et al., 1997) comparison was 

implemented and the results were visualized using ACT (Carver et al., 

2005). 
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Table 5.1: Structural annotation of eight genomic regions predicted as candidate GIs 
in the genome of S. maltophilia, strain K279a. Eight structural features were 
evaluated: The Interpolated Variable Order Motif (IVOM) score that measures both 
low and high order compositional deviation from the backbone composition and is 
expressed as the relative entropy between the query and the genome-backbone 
(variable order) compositional distribution, the insertion point (INSP) of each 
genomic region; two states were (binary) evaluated: insertion point within a CDS 
locus (disrupting the corresponding CDS) or insertion within an intergenic part of 
the chromosome, the size (SIZE) of each genomic region (bp), the gene density 
(DENS = number of genes per kb) of each region, presence or absence (binary) of 
direct/inverted repeats (REPEATS) flanking the boundaries of each genomic region, 
presence or absence (binary) of integrase  and/or integrase-like (INT) protein 
domains, presence or absence (binary) of phage-related protein domains (PHAGE) 
and presence or absence (binary) of non-coding RNA (RNA) genes in the proximity of 
each region. 

LocationLocationLocationLocation    RegionRegionRegionRegion    IVOMIVOMIVOMIVOM    INSPINSPINSPINSP    SIZESIZESIZESIZE    DENSDENSDENSDENS    REPEATSREPEATSREPEATSREPEATS    INTINTINTINT    PHPHPHPHAGEAGEAGEAGE    RNARNARNARNA    

60416..70829 R1 0.38128 1 10,413 1.3444 1 1 1 0 

3089398..3127169 R16 0.74458 0 37,771 1.0060 1 1 1 1 

299814..335480 R4 0.32642 0 35,666 1.2897 1 1 1 1 

1323939..1367750 R12 0.55018 0 43,811 1.2325 1 1 1 0 

1720046..1724493 R14 0.72176 0 4,447 1.7986 1 0 0 1 

1945379..2002745 R15 0.28154 0 57,366 1.1854 1 1 1 1 

3913072..3931089 R20 0.16626 0 18,017 0.6666 1 0 0 0 

631285..661659 R7 0.27377 0 30,375 0.8559 0 0 0 0 

 

Table 5.2: Posterior probability of being a true GI, for eight predicted 
genomic regions, exploiting four GI models, i.e. Salmonella-specific (Salm), 
Staphylococcus-specific (Staph), Streptococcus-specific (Strep) and the all-
three (all3) genera model.    

RegionRegionRegionRegion    Salm modelSalm modelSalm modelSalm model    Staph modelStaph modelStaph modelStaph model    Strep moStrep moStrep moStrep modeldeldeldel    all3 modelall3 modelall3 modelall3 model    
R1 0.9918 0.9991 0.9994 0.9997 
R16 0.9995 1.0000 0.9965 0.9992 
R4 0.9944 0.9959 0.9804 0.9948 
R12 0.9851 0.9997 0.9922 0.9903 
R14 0.9978 0.9999 0.9005 0.9890 
R15 0.9786 0.9826 0.9765 0.9835 
R20 0.5023 0.2109 0.4742 0.4983 
R7 0.3070 0.5223 0.1368 0.2371 

 

5.2.35.2.35.2.35.2.3 Principle of the experimental approachPrinciple of the experimental approachPrinciple of the experimental approachPrinciple of the experimental approach    

The principle of the experimental approach followed throughout this study 

is based on the analysis of the presence or absence of the amplified 

products for each set of primers, designed to flank the two boundaries of 

the predicted GIs (primers “a” and “b” for the left boundary; primers “c” 

and “d” for the right boundary), as well as for the “a” and “d” primers 

(Figure 5.1).  
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This experimental approach exploits the following three 

assumptions: A. If both the “a+b” and “c+d” products for a given GI-strain 

set are successfully amplified, then the predicted GI is inferred to be 

present in the corresponding strain; B. If only the “a+d” product is 

amplified, then the predicted GI is inferred to be absent from the 

corresponding strain; in this case the true boundaries can be determined 

by generating sequence from this product across the boundary site in 

strains lacking the island; C. Finally, amplified products for any other 

different combination of primers (e.g. only “a+b” or only “c+d” products) 

are inferred to be ambiguous results. 

5.2.45.2.45.2.45.2.4 DNA purificationDNA purificationDNA purificationDNA purification    

17 un-sequenced S. maltophilia clinical strains (Figure 5.2) were kindly 

provided by Dr Matthew Avison at the Department of Cellular and 

Molecular Medicine, University of Bristol. The 17 strains were grown 

overnight on Luria-Bertani broth (LB) media, at 37oC. Purification of 

genomic DNA was carried out using the Wizard Genomic DNA 

Figure 5.1: Screenshot summarizing the principle of the 
experimental approach followed in this study.  
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Ambiguous--+3

Absent+--2

Present-++1

adcdab

Inferred

GI distribution

PCR product

strain

a b c d



      194  Experimental validation of the predictions 

Figure 5.2: Phylogenetic tree of S. maltophilia isolates based on the smeT–smeD intergenic 
sequence (top); figure modified from (Gould et al., 2006). The name of the strains used in this 
analysis, is highlighted in bold, red-coloured font. Three CDSs (smeD, smeE and smeF –
accession number AJ252200), encode components of a multidrug efflux pump (Alonso and 
Martinez, 2000) present in S. maltophilia. The expression of the smeDEF locus (bottom), is 
regulated by a putative transcriptional repressor (smeT, belonging to the TetR and AcrR 
transcriptional regulator family), located upstream of the smeDEF locus (Sanchez et al., 
2002). The smeT–smeD intergenic region consists of a highly conserved and a hypervariable 
untranslated region (Gould et al., 2004) and contains the putative promoters of smeT and 
smeDEF. The grouping of the S. maltophilia strains in the four (I, II, III and IV) phylogenetic 
groups has been based on the analysis of the 16s rRNA locus. 

Purification Kit of Promega according to the protocol for isolating genomic 

DNA from Gram negative bacteria (pages 16-17, Promega manual). 
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 The concentration of the genomic DNA extracted from the 17 

strains and the genomic DNA of the reference K279a strain was measured 

using the NanoDrop ND-1000 spectrophotometer; the results are shown in 

Table 5.3. 

 

Table 5.3: Genomic DNA concentration of the 18 
S. maltophilia strains used in this study. 

StrainStrainStrainStrain    Concentration (ng/Concentration (ng/Concentration (ng/Concentration (ng/µµµµl)l)l)l)    

K279a 
200 (diluted to a final 

concentration of 20 ng/µl) 

K279(1) 9.1 

K279(2) 13.6 

30 6.1 

1 12.6 

4 8.4 

47 4.6 

28 7.9 

20 11.1 

11 6.8 

33 4.8 

16 6.1 

14 4.4 

32 8.1 

42 24.2 

38 16.5 

24 7.5 

49 9.4 

 

5.2.55.2.55.2.55.2.5 Primer designPrimer designPrimer designPrimer design    

For each of the eight candidate GIs, two sets of primers, one flanking the 

upstream and one flanking the downstream boundary were designed 

implementing the Primer3 software (Rozen and Skaletsky, 2000), 

available at http://frodo.wi.mit.edu/, using the default parameters. The 16 

designed primers (Table 5.4) were ordered from SIGMA GENOSYS 

(http://www.sigmaaldrich.com/Brands/Sigma_Genosys.html).  
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Table 5.4: Primer sequences used in this analysis. 

Genomic 

Region 
Left boundary primer set Right boundary primer set 

5’-gcagtgactcctgcagatcc-3’ 5’-tcccccattacagcaggtag-3’ 
R1 

3’-aggcttggtcttgcgaatag-5’ 3’-ggagatccgaacatgcaatc-5’ 

5’-ggcctgagcgactactacatc-3’ 5’-gcaactccagctcatgctc-3’ 
R4 

3’-ctgaaacatcggggaatcac-5’ 3’-gcaagggctttcaagagttg-5’ 

5’-agaagaccgagctgttcacc-3’ 5’-cggtttcgaatatccagtgc-3’ 
R7 

3’-gtttgacgtagctggcattg-5’ 3’-ggatctgtttgcgatcctg-5’ 

5’-cttcaagagctcgaccaacc-3’ 5’-gactccatctcctggactgc-3’ 
R12 

3’-tcgttcttgggctattatgg-5’ 3’-accgtggccaatatcaagtc-5’ 

5’-aatggtcgcgataccagttc-3’ 5’-tacttgcttccctgccagac-3’ 
R14 

3’-ctcgttcctcggcttcatag-5’ 3’-atgacttcgggaatgcagac-5’ 

5’-gagcgtagttgtcgtcgttg-3’ 5’-acaggccttcgcagacatag-3’ 
R15 

3’-gtttagccagagccgcatag-5’ 3’-gcacgccaatactgagactg-5’ 

5’-tgatccatccattctgcaag-3’ 5’-atgcttgacgaaaggtttgc-3’ 
R16 

3’-cctcccagattcgtgaaacc-5’ 3’-tgtgcacgatgatctcaacc-5’ 

5’-ggtggatgagaagccgatg-3’ 5’-atctggccggagaagtacac-3’ 
R20 

3’-cgtgtgctcaacgagaagg-5’ 3’-acgagatcatgggctaccac-5’ 

 

 

5.2.65.2.65.2.65.2.6 Polymerase Chain Reaction Polymerase Chain Reaction Polymerase Chain Reaction Polymerase Chain Reaction –––– PCR PCR PCR PCR    

The purpose of PCR is the amplification of specific DNA fragments to a 

very large number of copies. The PCR protocol consists of three major 

steps (i.e. denaturation, annealing and extension), each of which is 

repeated 30-40 times. 

The DNA fragments of interest were PCR amplified using the 

following reaction mixture (total volume 10µl): 0.2µl of genomic DNA, 

0.1µl (100µM initial concentration) forward and reverse primers, 1µl (2 

µM) dNTPs (dATP, dCTP, dGTP, and dTTP), 1µl PCR buffer (10x), 

containing 15mM of MgCl2, 7.4µl of double-distilled water and 0.2µl 

(5units/µl) Taq polymerase (Amplitaq). PCR amplification was carried out 

using a PTC-225 peltier thermal cycler (MJ Research), implementing the 

program detailed in Table 5.5. 
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Table 5.5: The PCR protocol used in this analysis. At step 3 the optimal 
annealing temperature for each primer set was initially determined (and 
subsequently applied) using a gradient PCR protocol with a range of 
annealing temperature of 53-68 oC.  

StepStepStepStep    Temperature (Temperature (Temperature (Temperature (ooooC)C)C)C)    TimeTimeTimeTime    

1 95 10min 

2 95 30sec 

3 53-68 30sec 

4 72 3min 

5 goto step 2 (x39) 

6 72 10min 

7 10 0min (for ever) 

 

5.2.75.2.75.2.75.2.7 Gel electrophoresiGel electrophoresiGel electrophoresiGel electrophoresissss    

DNA fragments were separated on an agarose gel exploiting the 

electrophoresis protocol. The principle of this protocol is the separation of 

nucleic acids or proteins based on their charge and mass. Using an electric 

field, the macromolecules can be separated on a gel, with a rate of 

migration that depends on many factors, including the applied voltage, 

the hydrophobicity, size and shape of the molecules, the agorose gel 

concentration and the ionic strength of the buffer solution.  

The agarose gel (1% w/v) was prepared by dissolving 0.5g of agarose 

(Sigma) in 50ml of Tris-acetate-EDTA (TAE) buffer (1x). The samples 

were loaded using 2µl of ficoll loading dye (0.25% bromophenol blue, 

0.25% xylene cyanol FF, 15% Ficoll 400 in water) and run on the gel for 45 

minutes applying a voltage of 60V. The samples were stained for 10-20 

minutes by adding 5µl of ethidium bromide (10mg/ml) to the running 

buffer; the DNA bands on the gel were viewed under ultraviolet light. The 

size of the DNA fragments was determined by comparison with 1kb 

(Invitrogen) DNA ladder (1µg/µl). 
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5.2.85.2.85.2.85.2.8 SequencingSequencingSequencingSequencing    

In order to confirm the true borders of the predicted islands the boundary 

site in strains lacking the islands was sequenced (sequences are listed in 

Appendix J). All sequencing was performed by the core sequencing teams 

at the Sanger Institute, according to the protocols of the sequencing 

facility; briefly the templates were sequenced using AB BigDye terminator 

chemistry, and run on AB3730 machines. The resulting traces were base-

called with in-house software (ASP), which also recognised and trimmed 

cloning vector and poor quality sequences. 

5.35.35.35.3 ResultsResultsResultsResults    

5.3.15.3.15.3.15.3.1 Genomic Island candidatesGenomic Island candidatesGenomic Island candidatesGenomic Island candidates    

5.3.1.15.3.1.15.3.1.15.3.1.1 Genomic Island 1Genomic Island 1Genomic Island 1Genomic Island 1    

The first candidate GI (R1), is a 10.5kb genomic region of low G+C content 

(63.82% – genome average 66.32%) and high gene density (1.34 – genome 

average 0.904) inserted within a coding sequence (CDS) (Smlt0055) 

encoding a putative alcohol dehydrogenase; this CDS is now disrupted by 

the integrated GI with the two CDS fragments flanking the 18bp direct 

repeats (DRs) of the island (Figure 5.3). R1 consists of 14 CDSs, the 

majority of which encode products with unknown function (Appendix K) 

and has the highest RVM score (0.9997, under the all3 model – Table 5.2), 

representing a highly probable GI structure. 

 R1 seems to represent a very recent acquisition in the S. 

maltophilia K279 lineage (Figure 5.4) since it is present only in the three 

S. maltophilia K279 strains (namely K279a, K279(1) and K279(2)). The 

absence of this GI was confirmed for strains 30, 28, 20, 14, 32, 24 and 

interestingly for strains K279(1) and K279(2) too (Figure 5.4); these 

results seem to contradict the presence of this GI in the latter two strains. 

However, sequencing across the boundaries of R1 in strain 28 (which lacks 

the island) and K279(1) shows that the two sequences are 97.5% identical 
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(711/729 identical residues – Appendix L) suggesting that the insertion 

point of R1 is present in all eight strains. 

 

Figure 5.3: ACT screenshot: Predicted genomic island R1. Top: BLASTN comparison 
between S. maltophilia strain K279a and the sequenced fragment across the boundary 
site of R1 in strain 28. Regions within the two sequences with similarity are joined by 
red coloured bands that represent the matching regions. The G+C% content with a 
window size of 1kb is shown at the top of this screenshot. R1 is shown as green-coloured 
feature flanked by a set of 18bp DRs (grey coloured joined features). The DRs of R1 are 
flanked by the two fragments of Smlt0055 (brown-coloured joined features). Bottom: 
Higher resolution ACT screenshot showing the sequence similarity of the left and the 
right boundaries of R1 and the sequenced fragment of strain 28. The two sets of primers 
used to amplify the left and the right boundaries of R1 are shown as red-coloured 
features flanking the left and right attachment sites of this island. 
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Given that both the left and the right boundaries of R1 are present 

in all three K279 strains and, at the same time, the PCR results across 

the predicted insertion point of R1 suggest that R1 is also absent from 

K279(1) and K279(2) (Figure 5.4), it is likely that the insertion point (i.e. 

Smlt0055) of R1 has been duplicated in the latter two strains; the first 

copy has been disrupted by R1 while the second is intact.  

 

The global alignment between the insertion point of R1 in the 

reference strain K279a and the corresponding sequenced fragments in 

K279(1) and strain 28 (S28) shows that the three sequences are highly 

similar (K279a-K279(1): 99% identical – 723/730 identical residues; 

K279a-S28: 97.1% identical – 709/730 identical residues). An alternative 

Figure 5.4: PCR amplification of the left (1L) and the right (1R) boundaries (top) of 
genomic island R1 and of the region across the boundary site of R1 in strains lacking the 
island (bottom). The name of each strain is provided at the top of each lane and strains 
with amplified product, of the expected size, are highlighted in red. For each amplified 
product the expected sequence size (bp) and the optimal annealing temperature (T) is 
provided below each gel screenshot. 
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hypothesis that might well explain the above ambiguity, is that a fraction 

of the K279(1) and the K279(2) populations, used to extract the genomic 

DNA for those two strain types, might have R1 inserted within Smlt0055 

while the remainder of the population has the corresponding CDS intact 

(e.g. via a putative deletion event of R1).  

Frequent deletion of GIs during population growth has been seen in 

other organisms (Buchrieser et al., 1998; Bueno et al., 2004; Nair et al., 

2004) and appears to occur via homologous recombination between the 

flanking DRs. 

5.3.1.25.3.1.25.3.1.25.3.1.2 Genomic Island Genomic Island Genomic Island Genomic Island 16161616    

R16, is a 37.7kb island of low G+C content (62.21% – genome average 

66.32%) and similar gene density (1.006) to the genome average (0.904), 

inserted at the 3’ end of a tRNASer locus. R16 is flanked by a set of 21bp 

DRs with the terminal 13bp corresponding to the disrupted 3’ end of the 

tRNA gene (Figure 5.5). R16 consists of 41 CDSs, the majority of which 

encode products of unknown function while three CDSs (Smlt3051, 

Smlt3053 and Smlt3069) encode two putative conjugal transfer proteins 

(traA and traD) and a putative plasmid partitioning protein, respectively 

(Appendix K). Based on the RVM score (0.9992, Table 5.2) R16 also 

represents a highly probable GI structure. 

 Similar to R1, R16 probably represents a recent acquisition in S. 

maltophilia K279 strains (Figure 5.6). The PCR results confirm that the 

same form of R16 is present in all three K279 strains, leaving open 

however the possibility that a variation of R16, with a different left 

boundary, might also be present in at least seven other strains (that gave 

amplified product, of the expected size, for the right boundary of R16) 

(Figure 5.6). Sequencing across the insertion site of R16, confirmed the 

complete absence of this island in at least one strain (strain 24), (Figure 

5.6, Appendix J). 
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Figure 5.5: ACT screenshot: Predicted genomic island R16. Top: BLASTN comparison 
between S. maltophilia strain K279a and the sequenced fragment across the boundary 
site of R16 in strain 24. Bottom: Higher resolution ACT screenshot; R16 is shown as 
green-coloured feature flanked by a set of 21bp DRs (grey coloured joined features). The 
disrupted tRNASer gene is shown as a light-green coloured feature overlapping with the 
DR at the right boundary of R16 (bottom-right screenshot). The two sets of primers 
used to amplify the left and the right boundaries of R16 are shown as red-coloured 
features flanking the left and right attachment sites of this island. 
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5.3.1.35.3.1.35.3.1.35.3.1.3 Genomic Island 4Genomic Island 4Genomic Island 4Genomic Island 4    

R4 is a 35.7kb island of low G+C content (63.42%) and high gene density 

(1.29) inserted at the 3’ end of a tRNAThr locus (Figure 5.7). R4 is a 

putative prophage flanked by a set of 31bp DRs that correspond to the 3’ 

end of the tRNA gene. R4 has a very high RVM score (0.9948) and consists 

of 45 CDSs, over half of which have sequence similarity to annotated 

phage-related CDSs (Appendix K). 

 R4 is present in the three S. maltophilia K279 strains (Figure 5.8) 

and a variation of this island with a different right boundary cannot be 

excluded from being present in strains 28, 32 and 24. PCR across the 

insertion point of R4 did not confirm the absence of this island in any of 

the 17 strains (see benchmarking section below); however the fact that for 

nine S. maltophilia strains the left boundary of R4 gave an amplified 

product of the expected size, and that the left primer set corresponds to 

the 3’ end of Smlt0285 encoding a phage-related integrase (which is often 

Figure 5.6:    PCR amplification of the left (16L) and the right (16R) boundaries (top) of 
genomic island R16 and of the region across the boundary site of R16 in strains lacking 
the island (bottom).  
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conserved amongst related phages), leaves open the possibility that 

different or similar prophages might also be present in these strains. 

 

Figure 5.7: Artemis (Rutherford et al., 2000) screenshot: Predicted genomic island R4, 
present in S. maltophilia strain K279a. The disrupted tRNAThr gene is shown 
immediately upstream of R4. The 31bp DRs are shown as brown-coloured joined features 
flanking the island. The G+C% content with a window size of 1kb is shown at the top of 
this screenshot. 

Figure 5.8: PCR amplification of the left (4L) and the right (4R) boundaries (top) of 
genomic island R4 and of the region across the boundary site of R4 in strains lacking the 
island (bottom). 
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5.3.1.45.3.1.45.3.1.45.3.1.4 GenGenGenGenomic Island 12omic Island 12omic Island 12omic Island 12    

Similar to R16, R12 carries at least 10 CDSs encoding putative conjugal 

transfer proteins (Appendix K). 

 

Figure 5.9: ACT screenshot: Predicted genomic island R12. Top: BLASTN comparison 
between S. maltophilia strain K279a and the sequenced fragment across the boundary 
site of R12 in strain 49. Bottom: Higher resolution ACT screenshot; R12 is shown as 
green-coloured feature flanked by a set of 22bp DRs (brown coloured joined features). The 
two sets of primers used to amplify the left and the right boundaries of R12 are shown as 
red-coloured features flanking the left and right attachment sites of this island. 
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R12 (Figure 5.9) is a 43.8kb island of low G+C content (62.69%) and high 

gene density (1.23) flanked by a set of 22bp DRs. R12 consists of 53 CDSs 

and it is inserted within a locus of three ribosomal protein coding genes 

(smlt1278 and smlt1279 encoding two putative 50S ribosomal proteins 

L21 and L27, located upstream of the left R12 boundary; smlt1337, 

encoding a putative 30S ribosomal protein S20, located downstream of the 

right R12 boundary). The posterior probability of this genomic region of 

being a true GI, under the all3 model, is 0.9903. 

 

 

 R12 represents a very recent insertion, present in all three K279 

strains (Figure 5.10), while its absence is confirmed, by PCR and 

sequencing across its insertion point, in 12 of the 17 S. maltophilia 

strains; these data suggest that most likely R12 is a K279-specific island 

and its insertion point is unoccupied in the majority of the un-sequenced 

isolates. 

 

Figure 5.10: PCR amplification of the left (12L) and the right (12R) boundaries (top) of 
genomic island R12 and of the region across the boundary site of R12 in strains lacking 
the island (bottom). 
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5.3.1.55.3.1.55.3.1.55.3.1.5 Genomic Island 14Genomic Island 14Genomic Island 14Genomic Island 14    

R14 is a small island of 4.4kb and very high gene density (1.8), a value 

that is double the average gene density (0.904) characterising the genome 

of S. maltophilia, strain K279a. R14 has a very low G+C content (58.7%) 

and consists of eight CDSs, three of which (Smlt1662, Smlt1663 and 

Smlt1660) encode two insertion sequence (IS) Xac3-like transposases and 

a putative modification methylase, respectively (Appendix K). R14 is 

flanked by a set of very large (81bp) DRs, that overlap with 65% of the 

entire tRNACys gene, located upstream of the left boundary of R14 (Figure 

5.11); the insertion point of this island corresponds to the 3’ end of this 

tRNA locus. The right boundary of R14 overlaps for 28bp with the 5’ end 

of Smlt1665 (conserved hypothetical protein). The RVM score of R14 is 

0.989. 

 R14 is present in the three K279 strains, while the PCR results 

confirmed its absence in at least eight S. maltophilia strains (Figure 5.12). 

However only two of those strains (30 and 14) gave the expected product 

size (~900bp) corresponding to the sequence across the insertion point of 

R14, while the remaining six strains (4, 47, 28, 20, 42 and 24) gave a 

product of slightly larger size (~1,200-1,300bp); these data leave open the 

possibility of a putative internal sequence variation of the corresponding 

R14 insertion site in the latter six strains, given that the sequencing of 

the two different products confirmed the same left and right boundaries of 

this island (Figure 5.11).  

It is worth mentioning, that the sequencing of the corresponding 

region in strains 14 and 28 would, in theory, reveal (see R15 in the 

following section) the gene content of the ~400bp size difference between 

the amplicons; however the entire sequence of the amplified region was 

successfully determined only for strain 14, whereas in the case of strain 

28, the sequence is missing a fragment from the left end of the 

corresponding amplicon. Based on the gene content information, showing 

three tRNA genes located immediately upstream of R14 (Figure 5.11b), it 
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is likely that the ~400bp size difference might be due to the presence of 

extra copies of tRNA genes in strain 28. 

Interestingly this size variation is consistent with the phylogenetic 

tree of the S. maltophilia lineage (Figure 5.2); indeed strains 14 and 30 

(product size ~900bp) are members of the same taxonomic group (i.e. 

group I) with the three K279 strains. On the other hand, the remaining 

six strains (with the exception of strain 28) are more distantly related 

isolates and belong to the taxonomic groups II and III (Figure 5.2). 

 

A. 
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B.  

Figure 5.11: ACT screenshot: Predicted genomic island R14. Top: BLASTN comparison 
between S. maltophilia strain K279a and the sequenced fragment across the boundary 
site of R14 in strain 14 (A)(A)(A)(A) and strain 28 (B)(B)(B)(B). Bottom: Higher resolution ACT screenshot;
R14 is shown as green-coloured feature flanked by a set of 81bp DRs (brown coloured 
joined features). The two sets of primers used to amplify the left and the right 
boundaries of R14 are shown as red-coloured features flanking the left and right 
attachment sites of this island; the tRNACys gene, upstream of R14 is shown as a light-
green coloured feature overlapping with the left boundary of this island (bottom-left). 
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5.3.1.65.3.1.65.3.1.65.3.1.6 Genomic Island 15Genomic Island 15Genomic Island 15Genomic Island 15    

R15 is a 57.4kb island of low G+C content (64.8%) and high gene density 

(1.18) inserted at the 5’ end of a tmRNA (also known as 10Sa RNA) gene 

(Figure 5.13). R15 carries 68 CDSs, 11 of which have sequence similarity 

to annotated phage-related CDSs while the majority of the remaining 

CDSs encode for proteins of unknown function (Appendix K). R15 has a 

high RVM score (0.984) and is flanked by a set of 24bp DRs that overlap 

with the first 12 bases of the tmRNA locus; this tmRNA gene seems to 

represent an insertion site hot-spot, since its 3’ end forms the insertion 

Figure 5.12: PCR amplification of the left (14L) and the right (14R) boundaries (top) of 
genomic island R14 and of the region across the boundary site of R14 in strains lacking 
the island (bottom). Colour scheme (bottom): Strains whose product size is ~900bp 
(expected size) are red coloured while strains with a larger product size ~ 1,200-1,300bp 
are green coloured. Note: for a higher annealing temperature (T = 65.6 oC), only strains 
30 and 14 gave an amplified product for the sequence fragment across the boundary site
of R14.  
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site of a second (52.9kb) genomic element of putative phage origin (data 

not shown), flanked by a set of (8bp) DRs, that is located immediately 

upstream of R15 in a head-to-head orientation; for these reasons, the left 

primer set for R15 was designed within the tmRNA locus to avoid possible 

problems with the differential presence of the other island. Interestingly 

R15 carries a tRNAMet gene located (internally) 20.4kb downstream of the 

left boundary of this island; it is worth noting that overall there are five 

copies (including the R15 copy) of tRNAMet genes present in the genome of 

S. maltophilia, strain K279a. 

 Unlike the previously discussed GIs, the presence of R15 was 

confirmed in four S. maltophilia strains, namely K279a, K279(1), K279(2) 

and strain 32 (Figure 5.14); the latter belonging to the same taxonomic 

group (group I) as the three K279 strains (Figure 5.2). The absence of R15 

was confirmed in at least seven strains and, similarly to R14, there are 

two different product sizes that are phylogenetically consistent with the S. 

maltophilia phylogenetic tree; for strains 30, 28, 16, 14 and 24 the PCR 

amplified products had the expected size (~656bp) while strains 4 and 42 

gave a product size of ~1,500bp (Figure 5.14). With the exception of strain 

24 (taxonomic group II) all four strains that gave the expected product 

size belong to the taxonomic group I, while strains 4 and 42 are members 

of the taxonomic group III (Figure 5.2).  

It is worth mentioning that the ~800bp size difference between the 

PCR products is almost exclusively attributed to the presence of two 

predicted CDS fragments present in strain 42 (and presumably in strain 

4); those two CDS fragments, named herein CDS1 and CDS2 are very 

similar (Figure 5.13c) to SmalDRAFT_1529 (encoding a putative 

uncharacterized protein) and SmalDRAFT_1530 (encoding a GCN5-

related N-acetyltransferase) present in S. maltophilia R551-3 ctg153 

(Accession Number: AAVZ01000019). CDS1 and CDS2 along with CDS3 

(encoding a putative transmembrane protein, similar to the 5’ end of 

SmalDRAFT_1530 and Smlt1982 – present in K279a) are also 

sequentially located in the same orientation in S. maltophilia R551-3; 
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however based on the BLAST comparison, CDS1 is probably a remnant of 

SmalDRAFT_1529 (Figure 5.13c). These data confirm the absence of R15 

from the corresponding predicted insertion site present in the available 

sequence of S. maltophilia R551-3 and further suggest that the gene 

content of this locus is conserved and unoccupied (by a GI) in at least 

three S. maltophilia strains. 

 

 

A. 
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Figure 5.13: ACT screenshot: Predicted genomic island R15. Top: BLASTN comparison 
between S. maltophilia strain K279a and the sequenced fragment across the boundary site of 
R15 in strain 24 (A)(A)(A)(A) and strain 42 (B)(B)(B)(B). Bottom: Higher resolution ACT screenshot; R15 is 
shown as green-coloured feature flanked by a set of 24bp DRs (brown coloured joined 
features). The two sets of primers used to amplify the left and the right boundaries of R15 
are shown as red-coloured features flanking the left and right attachment sites of this island; 
the tmRNA gene, upstream of R15 is shown as a light-green coloured feature overlapping 
with the left boundary of this island. C.C.C.C. ACT comparison between the sequence across the 
boundary site of R15 in stain 42 and the corresponding sequence in S. maltophilia R551-3 
ctg153 (Accession Number: AAVZ01000019).  

B. 

C. 
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5.3.1.75.3.1.75.3.1.75.3.1.7 Genomic Island 20Genomic Island 20Genomic Island 20Genomic Island 20    

R20 is a medium size putative island of 18kb, low gene density (0.67) and 

very similar G+C content (65.8%) to the genome average (66.32%). R20 

consists of 12 CDSs (Appendix K), encoding, among others, an 

autotransporter haemagglutinin-related protein (Smlt3829), two putative 

giant cable pilus-related proteins (Smlt3830 and Smlt3833), a putative 

outer membrane usher protein (Smlt3832) and a putative 50S ribosomal 

protein L31 (Smlt3836). R20 is flanked by a set of 24bp DRs (Figure 5.15) 

with the left DR being located immediately downstream of the 

termination codon of Smlt3827 (conserved hypothetical protein). The 

posterior probability of R20 of being a true GI is quite low (0.498). 

  

Figure 5.14: PCR amplification of the left (15L) and the right (15R) boundaries (top) of 
genomic island R15 and of the region across the boundary site of R15 in strains lacking 
the island (bottom). Colour scheme (bottom): Strains whose product size is ~656bp 
(expected size) are red coloured while strains with a larger product size ~ 1,500bp are 
green coloured. 
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Figure 5.15: Artemis screenshot: Predicted genomic island R20, present in S. maltophilia
strain K279a. The 24bp DRs are shown as brown-coloured joined features flanking the 
island. The G+C% content with a window size of 1kb is shown at the top of this 
screenshot. 
 

Figure 5.16 : PCR amplification of the left (20L) and the right (20R) boundaries (top) of 
genomic island R20 and of the region across the boundary site of R20 in strains lacking 
the island (bottom). 
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The fact that R20 region encompasses a major component 

(ribosomal protein L31) of the translation machinery (ribosome), in 

combination with its very low RVM score, makes it unlikely that this 

predicted region represents a true GI that has been horizontally acquired. 

Indeed, the PCR results suggest that this genomic region is present in the 

majority of the S. maltophilia strains used in this study (Figure 5.16), 

while the PCR across the insertion point of R20 did not indicate its 

absence in any of the 17 strains. 

5.3.1.85.3.1.85.3.1.85.3.1.8 Genomic Island 7Genomic Island 7Genomic Island 7Genomic Island 7    

R7 is a 30.4kb predicted island (Figure 5.17) of low G+C content (62.4%) 

and low gene density (0.86). R7 consists of 26 CDSs that encode proteins 

mainly involved in the lipopolysaccharide (LPS) biosynthesis (Appendix K) 

and represents a very unlikely GI structure with a very low posterior 

probability of 0.237. 

 

 The presence of R7 was confirmed for the three K279 strains 

(Figure 5.18), although a small size variation of the left boundary of this 

island cannot be excluded in the case of strains 30 and 32; the absence of 

R7 was not identified in any of the 17 strains. 

 

Figure 5.17: Artemis screenshot: Predicted genomic island R7, present in S. maltophilia 
strain K279a. The G+C% content with a window size of 1kb is shown at the top of this 
screenshot. 
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Failure to identify the left and right boundaries of this island in 

other strains, suggests that there is variation in the genes present in this 

locus; extensive variation in these types of loci is well known in other 

organisms (Bentley et al., 2006). 

 

5.3.25.3.25.3.25.3.2 Performance bPerformance bPerformance bPerformance benchmarkingenchmarkingenchmarkingenchmarking    

5.3.2.15.3.2.15.3.2.15.3.2.1 Prediction accuracyPrediction accuracyPrediction accuracyPrediction accuracy    

In order to estimate the accuracy of this GI prediction pipeline I will make 

the following, three-fold assumption; a predicted region will be considered 

a true positive (TP) prediction if the following three conditions are met: A. 

For a predicted candidate GI a PCR product of the expected size, for the 

left and the right predicted boundary, is observed in at least one of the 17 

un-sequenced strains; B. For the same candidate GI a PCR product, of the 

expected size, for the sequence across the predicted insertion point of this 

Figure 5.18: PCR amplification of the left (7L) and the right (7R) boundaries (top) of 
genomic island R7 and of the region across the boundary site of R7 in strains lacking the 
island (bottom). 
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GI, is observed in at least one of the 17 un-sequenced strains; C. The same 

predicted GI structure has a posterior probability (of being a true GI) 

higher than an arbitrarily determined threshold of 0.5. 

If only conditions A and C are met, the predicted regions will be 

considered false positives (FP). If only condition A is met the predicted 

regions will be considered true negatives (TN). Finally if conditions A and 

B are met but condition C is not, the predicted regions will be considered 

false negatives (FN). 

 Exploiting the above rationale, we can get a naïve estimation of the 

predictive accuracy of the current pipeline, relying purely on an 

experimentally validated dataset of eight candidate GIs; five (R1, R12, 

R14, R15 and R16) of the eight candidate GIs represent TP, one region 

(R4) is a FP prediction and two (R7 and R20) are TN predictions, yielding 

a specificity of 0.83 (= TP/(TP+FP) = 5/6), a sensitivity of 1.0 (= 

TP/(TP+FN) = 5/5) and an overall accuracy of 0.875 (= 

(TP+TN)/(TP+TN+FP+FN) = 7/8). 

5.3.2.25.3.2.25.3.2.25.3.2.2 Boundary accuracyBoundary accuracyBoundary accuracyBoundary accuracy    

Assuming that the correct (observed) boundaries of a predicted candidate 

GI are the ones determined by sequencing across its insertion point in 

strains lacking the island, we can estimate the prediction accuracy of this 

methodology in terms of boundary optimization. In the current evaluation, 

I have used the absolute error defined as  δx = | x - x0 |, where x is the 

observed boundary determined by sequencing across the predicted 

insertion point in strains lacking the island (if applicable) and x0 is the 

predicted one; the results (Table 5.6) show that the current methodology 

that integrates compositional-based (Alien_Hunter) and structural-based 

(RVM) prediction approaches gives a very small average, absolute error of 

21bp; this number is significantly lower than the absolute error (3830bp) 

of Alien_Hunter (see section 2.3.3 of chapter 2) that relies purely on 

compositional information. 
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Table 5.6: Absolute error of the GI prediction pipeline (Alien_Hunter + RVM) for 
the predicted boundaries of the eight candidate islands.  

BoundariesBoundariesBoundariesBoundaries    Absolute errorAbsolute errorAbsolute errorAbsolute error (bp) (bp) (bp) (bp)    

LeftLeftLeftLeft    RightRightRightRight    RegionRegionRegionRegion    

PredictedPredictedPredictedPredicted    ObservedObservedObservedObserved    PredictedPredictedPredictedPredicted    ObservedObservedObservedObserved    
LeftLeftLeftLeft    RightRightRightRight    

R1 60416 60293 70829 70894 123 65 

R16 3089418 3089419 3127149 3127153 1 4 

R4 299814 – 335480 – – – 

R12 1323960 1323958 1367729 1367727 2 2 

R14 1720126 1720130 1724413 1724413 4 0 

R15 1945402 1945412 2002722 2002722 10 0 

R20 3913072 – 3931089 – – – 

R7 631285 – 661659 – – – 

ALL (left/right)     28 14.2 

ALL (left+right)     21.1 

 

5.45.45.45.4 DiscussionDiscussionDiscussionDiscussion    

The aim of this analysis was three-fold. First, a blind-test exploiting an 

experimentally derived test-dataset of a single sequenced and 17 un-

sequenced reference strains was carried out in order to sample the 

presence or absence of the predicted candidate islands in closely and 

distantly related S. maltophilia isolates; this approach would make it 

feasible to draw conclusions about the phylogenetic distribution of those 

putative GIs that in return would confirm or reject their horizontal origin.  

Second, the integrative GI prediction pipeline described in this 

chapter was applied on the newly sequenced, un-annotated genome of S. 

maltophilia, strain K279a and used as a complementary methodology to 

the annotation pipelines developed in the pathogen sequencing unit (PSU) 

at the Sanger Institute. Predictions of putative GI structures were used to 

infer the likely origin of the initially un-annotated CDSs, overlapping with 

these predictions, as well as to more accurately determine the true 

boundaries of partially annotated putative horizontally acquired regions. 

Furthermore, while this anylisis was still in progress, the gene-content 

information derived from the ongoing annotation of K279a genome put the 
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predicted insertion point of GIs into context; for example, in the case of R1 

a set of 18bp DRs were predicted to flank the boundaries of this GI, and 

based on the gene prediction and subsequent manual curation, it was 

inferred that the insertion point of R1 was within the coding sequence of 

Smlt0055; this further suggests that in silico predictions and 

experimental protocols can mutually benefit from each other. 

 Third, the generalization properties of this prediction pipeline, 

which integrates compositional-based and structural-based techniques, in 

making accurate predictions for previously unseen examples of a newly 

sampled genomic dataset were evaluated, relying purely on an 

experimental rather than an in silico based benchmarking approach. This 

analysis evaluated two specific properties of the current GI prediction 

approach; how reliably this methodology predicts GIs in newly sequenced 

genomes and, for the predictions that are true positives, how accurately 

their boundaries can be determined. 

 For a sample of eight candidate GIs with a posterior probability 

range of 0.2371–0.9997, the data confirm that over half (5/8) of the 

predictions are likely to be true GI structures that have been probably 

acquired very recently in the lineage of the three S. maltophilia K279 

strains. Moreover, the experimental validation of two, very low scoring 

(0.4983 and 0.2371) predicted GI structures (R20 and R7) suggests that 

those regions are probably not real GIs, in line with their very low 

posterior probability; these data confirm the increased specificity of the 

proposed method in reliably predicting true GIs. 

 Although the experimental methodology described in this chapter, 

along with the performance benchmarking, gives results showing a very 

good overall prediction accuracy for the described approach, even in the 

case of a previously unseen genomic dataset, there are several obvious 

limitations affecting the conclusions drawn from this analysis, that have 

to be taken into account. 

 Overall the experimental PCR protocol as implemented in the 

current analysis suffers from low resolution. Firstly, probing the presence 
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or absence of the putative GIs, under the given methodology, is feasible 

only if the sequence of their predicted boundaries is highly conserved 

among the reference K279a strain and the 17 un-sequenced S. maltophilia 

strains.  

Theoretically speaking, in the case of more distantly related strains 

this methodology would not necessarily give amplified products for the 

sequence that corresponds to the predicted GI boundaries since the low 

level of sequence similarity would prohibit the binding of the 

corresponding primer set to its genomic DNA template; however, because 

of the second assumption (section 5.2.3) of the experimental methodology 

exploited in this analysis, the requirement for an “a+d” amplicon acts as a 

control, since in the case of distantly related strains, the “a” and “d” 

primers will also fail to bind to the DNA template and give an amplified 

product.  

An alternative PCR approach that could overcome this limitation, 

would involve the design of degenerate primers that would allow sequence 

ambiguity between the primers and the template. However, the results of 

this analysis suggest that this is probably not the case for the given 

genomic dataset of the 18 S. maltophilia strains since PCR amplified 

products, of the expected size, are successfully produced even in the case 

of distantly related isolates. For example the results in Figure 5.10 show 

that for phylogenetically distantly related strains (Figure 5.2), e.g. strain 

11 (group IV) and 20 (group II) a PCR product of the expected size for the 

sequence across the insertion point of R12 was successfully obtained. 

 Secondly, this methodology does not provide any information about 

the actual gene content, size and internal structural variation of GIs 

inferred to be present in any of the 17 un-sequenced strains. For example 

a predicted GI of putative phage origin might have similar bacteriophage 

integrase and tail protein coding CDSs at the two boundaries with an 

inferred “identical” GI structure present in some of the un-sequenced 

genomes; clearly prophages of different type or family can have high 

sequence similarity at those flanking CDSs but do not necessarily 
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represent the same prophage. In other words sequence similarity at the 

predicted boundaries between genomic regions present in different strains 

neither guarantees that those regions are of the same origin, or gene 

content, nor does it exclude internal size variation, e.g. in the case of GI 

remnants, or deletions.  

An alternative, more sophisticated approach that would overcome 

those limitations is the Southern blotting protocol (Southern, 1975) that 

exploits a probe hybridization principle; however such a methodology is 

out of the scope of this analysis, for reasons discussed at the beginning of 

this chapter; it is worth mentioning that the protocol used in this analysis 

was only devised to check the predicted boundaries of GIs and not to 

completely explore the content of the GIs. 

 Thirdly, in the case of probing the absence of a given candidate GI 

in some of the un-sequenced strains by seeking to amplify the sequence 

across the predicted insertion point of this GI, again this methodology will 

fail to give an amplified product if a different GI has been inserted at the 

corresponding insertion point in the target strains. In that case, we will 

not be able to infer that the reference GI is absent from the target strains, 

although this is clearly the case. An alternative methodology would 

involve a long-range PCR protocol that could amplify longer genomic 

regions; however the results of this approach would still be conditional on 

the size of the intervening sequence between the left and the right ends of 

the corresponding insertion point. 

 Clearly the current experimental methodology exploits very simple 

concepts and principles and as such it provides a very rough evaluation of 

the true strengths and weaknesses of the discussed in silico pipeline. 

Nonetheless, this analysis forms a proof of concept that the in silico 

prediction of GIs can be integrated successfully in experimental 

methodologies and gives data suggesting that some of the in silico 

predictions have probably limited phylogenetic distribution and represent 

putative recent horizontal gene transfer events in the S. maltophilia 

lineage.  
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Moreover, the data presented in the current analysis show that 

prediction pipelines that merge compositional-based (low-level) with 

structural-based (high-level) approaches can yield more reliable 

predictions of putative GIs compared to methodologies exploiting either of 

those approaches. Overall it can be concluded that in silico prediction 

methods, relying on and exploiting a minimum level of pre-existing 

annotation, can be very powerful tools in aiding or guiding, in a high-

throughput fashion, the annotation pipelines of microbial genomes (see 

next chapter). 



Chapter 6Chapter 6Chapter 6Chapter 6     

DiscussionDiscussionDiscussionDiscussion    

6.16.16.16.1 ConclusionsConclusionsConclusionsConclusions    

In this thesis, I have introduced and discussed a multi-factorial 

methodology for modelling, predicting and analyzing mobile genetic 

elements, present in microbial genomes, termed genomic islands (GIs). 

The reason that this project was chosen, is the observation that GIs drive 

accelerated rates of evolution (Groisman and Ochman, 1996) in microbial 

populations that in return shape host-pathogen interactions, adaptations 

to specific niches and the overall population structure, in a way 

fundamentally different from the biological processes and dynamics 

shaping eukaryotic genomes. 

 In order to predict and study GIs I firstly introduced a novel 

compositional-based algorithm (chapter 2), exploiting the principle that at 

the time of insertion, horizontally acquired genomic DNA carries the 

sequence signature of its donor and often deviates compositionally from 

the sequence signature of its new host. Although this assumption might 

not hold in many cases (e.g. in the case of compositionally similar donor 

and host genomes, host genes under functional constraints and 

horizontally acquired genes that have converged to the host composition 

due to the time-dependent process of amelioration), it can be tolerated for 

the sake of developing unsupervised algorithms that can be directly 

applied on raw genomic datasets, with a minimal (if any) level of 

annotation (Table 6.1). 

The novelty of this methodology relies on the fact that it exploits a 

new compositional algorithm, i.e. the Interpolated Variable Order Motifs 

(IVOMs) that overcomes the limitations of pre-existing, fixed (low or high) 

order compositional based methodologies, by introducing an interpolated 

variable order approach in analyzing local compositional biases. Under 

this principle, no a priori assumption is made about the order of the 
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compositional distribution that best captures departures from the genome 

backbone compositional distribution. 

 Obviously relying more on a higher level of annotation (e.g. gene 

prediction and functional/structural annotation) more accurate 

algorithms, that capture more reliably the true origin of putative 

horizontally acquired genomic regions, can be devised. Exploiting this 

principle, I introduced in chapter 4 a machine learning approach that 

quantifies our posterior belief that a genomic structure is likely to be a 

true GI.   

This methodology did not make any a priori assumptions about the 

structure of GIs, but instead implemented a bottom-up search, sampling 

both putative GIs and non-GI genomic regions from Gram positive and 

Gram negative bacteria, rather than relying on a previous GI structural 

definition (Hacker et al., 1997). The data showed that GIs represent a 

superfamily of mobile elements with core and variable structural features, 

characterized by increased structural variation, approaching probably a 

structural continuum, under which families and subfamilies are 

distinguishable but also conditional on the assumptions made and the 

arbitrarily chosen criteria used. 

 The novelty of this methodology relies on the fact that traditional 

machine learning approaches were exploited under a “forward-reverse” 

concept; a training dataset was used to train structural GI models, and 

those models were exploited not only to make predictions (“forward” 

implementation) on unseen examples, but most importantly to use their 

estimated parameters (weights) in “reverse” to draw conclusions about the 

structural variation of GIs. 

 Although the benchmarking analysis showed that structural-based 

predictions of GIs can be more reliable than methodologies exploiting 

purely compositional based information, they form supervised solutions 

that require a higher level of annotation (Table 6.1). 

 A feature of GIs, independent of any a priori compositional or 

structural assumption, is their horizontal origin, i.e. GIs are horizontally 
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acquired mobile elements of limited phylogenetic distribution. Exploiting 

this principle in chapter 3 I discussed a comparative-based approach for 

the prediction of GIs, the modelling of their compositional amelioration 

over time, and the mapping of their inferred relative time of acquisition on 

the phylogenetic history of the reference genomic dataset.  

Comparative based methodologies, applied in the prediction of GIs, 

can be more accurate and reliable than structural and compositional 

based approaches, purely due to the fact that they make no a priori 

assumptions about how GIs should “look”; instead they utilize information 

about a more fundamental property, i.e. their origin. However 

comparative-based methods, require a very wide (sequenced) species 

sample, a prerequisite that might well prohibit the application of such 

approaches in the case of species with very few sequenced representatives 

(Table 6.1). 

 It becomes obvious that in the case of predicting genetic elements 

characterized by increased levels of mobility, exploiting information (e.g. 

composition) derived from a single genome sequence provides only a very 

narrow and static “snapshot” of their mobile life and history. On the other 

hand, capturing a dynamic rather than a static picture of a bacterial 

population, allowing inter- and intra-species genetic-flux (i.e. gene loss, 

gene gain, duplication, recombination and chromosomal-rearrangements), 

key evolutionary steps and host adaptations to be explicitly modelled, 

provides a more reliable description of those highly mobile genetic 

elements. Under this "genetic-flux" framework, a more comprehensive 

picture of bacterial populations can be built taking into account both static 

(e.g. sequence information) and dynamic (i.e. genetic-flux) parameters (see 

future work section below). 

 In chapter 5, I carried out a blind-test, applying, in an integrative 

fashion, the compositional and the structural-based techniques described 

in the previous chapters on a newly sequenced, un-annotated genome with 

the specific aim of performing a “real-life” implementation of this 

prediction pipeline utilizing only the minimum level of information, i.e. 
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raw genomic sequence. Exploiting an experimentally validated test 

dataset, I discussed results showing that such methodologies can be 

directly applicable on genomic datasets even at the very early stages of 

the annotation pipelines, acting as complementary tools to the currently 

existing annotation methods. 

 

Table 6.1: Properties of three different in silico methods developed and discussed in this 
thesis, for the analysis and study of Genomic Islands. 

MethodMethodMethodMethod    
Annotation Annotation Annotation Annotation 
levellevellevellevel    

InformationInformationInformationInformation    ChapterChapterChapterChapter    ProsProsProsPros    ConsConsConsCons    

Alien 
Hunter 

Low Composition 2 

� Automated 
� Fast 
� Unsupervised 
� Applicable on newly 
sampled and 
sequenced, un-
annotated genomic 
datasets 

� Composition 
might “lie” 
(compositionally 
similar donors-
hosts, genes under 
functional 
constrains, 
amelioration) 

RVM Medium Structure 4 

� Very fast 
� Reliable 
� Good generalization 
properties 

� Supervised 
� Requires known 
examples to form 
the training 
dataset 

� Requires 
structural 
annotation 

Phylogenet
ic tree 

High 
Gene content, 
phylogenetic 
distribution 

3 

� Very reliable 
predictions if the 
correct model of 
evolution is applied 

� Gives estimates about 
the relative time of 
acquisition 

� Allows mapping of 
key evolutionary 
events on the 
phylogenetic history 
of the genomes of 
interest 

� Time consuming 
(phylogenies) 

� Manual curation 
� Requires pre-
existing sequenced 
closely and 
distantly related 
genomes 

 

6.26.26.26.2 Future workFuture workFuture workFuture work    

Although methodologies exploiting the dynamic properties of bacterial 

populations have just started to emerge (Daubin and Ochman, 2004; 

Didelot et al., 2007; Fuxelius et al., 2008; Vernikos et al., 2007) providing 

a step-wise decomposition of the evolutionary history of species over time, 

and revealing key evolutionary events that drive host-adaptation and 
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pathogenicity, they are still far from being complete, efficiently 

automated, standardized and high-throughput.  

This challenge could well form the focus of a future project; to 

perform a bioinformatic whole-genome based comparative study of 

bacterial genomes in order to quantify explicitly inter- and intra-species 

differences and interactions. The results could be used to implement a 

high-throughput in silico platform for fast and reliable step-wise 

decomposition of the evolutionary history of bacterial populations, focused 

on identifying virulence genes and potential vaccine candidates (Vernikos, 

2008). In the following sections I provide a brief outline of how this 

methodology could be implemented. 

6.2.16.2.16.2.16.2.1 HighHighHighHigh----throughput modelling of genetic fluxthroughput modelling of genetic fluxthroughput modelling of genetic fluxthroughput modelling of genetic flux    

6.2.1.16.2.1.16.2.1.16.2.1.1 Selection of bacterial genomesSelection of bacterial genomesSelection of bacterial genomesSelection of bacterial genomes    

For the purposes of studying inter- and intra-species genetic-flux, a set of 

query as well as outgroup genomes is needed. Two options can be 

exploited: 

A. Manual: The user can select manually a set of species and 

outgroup representative genomes, based on prior knowledge. 

B. Composition-based: Variable-order compositional distributions 

can be used, implementing the Interpolated Variable Order Motifs 

(IVOMs) theory (Vernikos and Parkhill, 2006). IVOMs is a very powerful 

and sensitive method that can reliably estimate the relatedness, by means 

of compositional analysis, of different closely or distantly related bacterial 

chromosomes, overcoming the limitations of fixed-order compositional 

indices (e.g. % G+C content). Its increased resolution can discriminate 

even very similar genomes e.g. of the same serovar, while the fact that it 

is alignment-free makes it efficiently fast and automated. This method 

can automatically select appropriate closely and distantly related (i.e. 

outgroup) genomes for a reliable study of genetic-flux. 
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6.2.1.26.2.1.26.2.1.26.2.1.2 WholeWholeWholeWhole----gegegegenome, allnome, allnome, allnome, all----againstagainstagainstagainst----all comparative analysisall comparative analysisall comparative analysisall comparative analysis    

A. Orthologous genes: In order to identify orthologous genes, each 

genome in the dataset can be compared against all the other genomes, by 

means of a best reciprocal FASTA (Pearson, 1990) approach. Although 

this methodology has been optimized and fine-tuned to predict reliably 

orthologous genes (Bentley et al., 2007; Thomson et al., 2006; Vernikos et 

al., 2007), the best matches between genes of the different genomes may 

well be paralogs rather than true orthologs. However this limitation is a 

desired property in the current methodology; gene duplication is part of 

the genetic-flux concept and such prediction ambiguities can be analyzed 

in a second step taking into account their syntenic relationship to 

differentiate true orthologs from paralogs. 

B. Phyletic profile: From the above all-against-all comparison the 

different patterns of presence or absence (i.e. phyletic profile) of all the 

genes in the pan-genome (i.e. the genome of a bacterial species consisting 

of core and dispensable genes, (Medini et al., 2005)), can be grouped and 

coded in a binary fashion, i.e. [1,0] to denote [presence, absence] 

respectively. The phyletic profile can be analyzed for the purpose of a 

three-fold strategy: 

1. The patterns of gene presence or absence can be grouped into 

core (shared among all genomes) and dispensable (partially shared and 

strain-specific) gene sets; modelling the number of strain-specific genes in 

the pan-genome as a function of adding step-wise new genomes, could 

enable us to draw conclusions about the pan-genome properties (i.e. open 

or closed pan-genome) and its rate of growth (Tettelin et al., 2005). 

2. The phyletic profile can be used to build the phylogenetic tree of 

the dataset relying on an alignment-free, distance-based approach (Fitz-

Gibbon and House, 1999; Snel et al., 1999). The phyletic profile can be 

converted into a distance matrix, in which the distance will reflect the 

fraction of genes that two genomes have in common. This alignment-free 

methodology is key for the development of a high-throughput approach 

since it is very fast compared to sequence-based techniques, exploits the 
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entire pan-genome and takes into account the various aspects of genetic-

flux. 

3. The phylogenetic tree of the dataset can be exploited as the 

reference tree topology, in order to infer putative gene gain  and gene loss 

events, analyzing the phyletic profile by means of a maximum parsimony 

model (Mirkin et al., 2003; Vernikos et al., 2007). This methodology will 

enable us to estimate the relative time (Daubin and Ochman, 2004; 

Vernikos et al., 2007) and rate of gene-transfer events on branches of 

increasing depth within the tree, revealing potential key host-adaptation 

strategies, e.g. genome-degradation (Gomez-Valero et al., 2007; Parkhill et 

al., 2001). 

C. Recombination events: The first step for the detection of putative 

recombination events can be based on the following assumption: if the 

topology of individual gene trees is statistically different from the 

reference tree topology of the entire dataset, those genes can be considered 

candidates for inter or intra-species recombination (Dykhuizen and Green, 

1991; Feil et al., 2001). 

In a second step, a sliding window can be exploited to analyze local 

discrepancies in the sequence similarity of consecutive genes with their 

corresponding orthologs in the other genomes. Significantly different 

(higher or lower) sequence similarity not expected by chance after 

evaluating the gene neighbourhood of the query and the target genomes 

can be combined with violations of the reference tree topology (previous 

step) in order to determine the possible direction of recombination (i.e. 

inter- or intra-species). 

D. Chromosomal rearrangements: Analyzing the co-linearity of the 

orthologous gene sets between two genomes will enable us to detect 

“breaks” in the syntenic relationship between the two chromosomes and 

infer possible large-scale rearrangements (e.g. inversions) (Eisen et al., 

2000; Liu and Sanderson, 1995; Tillier and Collins, 2000); their location 

relative to the terminus and the origin of replication could reveal the level 

of selective pressure for maintaining the genome order. 
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6.2.1.36.2.1.36.2.1.36.2.1.3 Quantification of geneticQuantification of geneticQuantification of geneticQuantification of genetic----fluxfluxfluxflux    

Generalized Linear Models (GLMs) (McCullagh and Nelder, 1989) can be 

used to build species and cross-species specific models of genetic-flux, 

quantifying the genome fluidity of bacterial populations. In the current 

framework, each GLM will be the weighted sum of K basis functions, 

where K denotes the different parameters of genetic-flux (e.g. gene gain, 

gene loss, duplication, chromosomal rearrangements, and recombination) 

used to describe a bacterial population exploiting a generalized genetic-

flux alphabet; a similar approach to that described in chapter 4. 

In the current genetic-flux framework, GLMs can be trained using 

species and cross-species genomes, quantifying explicitly under a 

probabilistic framework the contribution of each of the genetic-flux 

parameters in shaping the dynamic structure of specific bacterial 

populations. Consequently each GLM will provide in a single linear 

equation a step-wise decomposition of the evolutionary history of those 

bacterial populations. The gene-flux GLMs can be used in a machine 

learning method in order to evaluate how reliably genomic datasets can be 

classified into different bacterial species, based on their genetic-flux 

profile. Misclassifications, due to overlapping genetic-flux properties of 

seemingly distinct bacterial species can be further analyzed to re-evaluate 

the relatedness of the latter. 

6.2.1.46.2.1.46.2.1.46.2.1.4 Biological significanceBiological significanceBiological significanceBiological significance    

The results of this study could be directly applicable to: 1. The 

identification and classification of different or similar adaptation 

mechanisms to the same or different hosts, respectively. 

2. The study and characterization of the genetic boundaries 

between free-living and host-adapted bacteria, as well as between 

pathogenic and commensal bacteria. 

3. Defining the minimum number of species isolates to be 

sequenced in order to have a reliable sample of the diversity of a given 

bacterial population (open or closed pan-genome). 
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4. Guiding the identification of new vaccine candidates, using the 

concept of “reverse vaccinology" (Rappuoli, 2000; Rappuoli and Covacci, 

2003); whereby comparative genomics has enabled the successful 

development of novel vaccines against major pathogens (Behr et al., 1999; 

Maione et al., 2005; Pizza et al., 2000). 

5. Quantifying explicitly the genetic-fluidity of bacterial species 

using a single, linear equation. Utilising a generalized gene-flux alphabet, 

new whole-genome based classification systems can be devised. 

6. Mapping the relative time of gene transfer events from the 

evolutionary history of bacteria to the evolutionary history of their host, 

enabling us to begin to understand how the interactions between key 

gene-transfer events in the evolution of pathogenic bacteria (Parkhill et 

al., 2001) and behavioural or demographic changes in their host 

population (Thomson et al., 2008), lead to the emergence of novel 

pathogens. 

6.36.36.36.3 Final remarksFinal remarksFinal remarksFinal remarks    

To end, I would like to make a comment on the application of quantitative 

or qualitative models in modern biology. Initially, when the very first 

steps towards understanding the rules and principles that govern 

biological systems were made, simplistic assumptions had to be 

introduced, to keep the complexity of the hypotheses low enough for 

biologists to be able to draw valuable and, most importantly, interpretable 

conclusions. During the last ten years, or so, the transition from single-

isolate genomics to comparative genomics of entire biological populations, 

has introduced new (previously unknown) parameters that in some cases 

threaten to question or even to reject our initial assumptions about 

fundamental biological concepts and definitions. For example, in the 

current context of increased microbial genome fluidity, the fundamental 

definition of the biological species (Mayr, 1942), does not provide a 

realistic and representative description of the dynamic relationships that 

shape microbial evolution. Moving from intuition-driven or even 
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macroscopic observation-driven hypotheses to data-driven hypotheses 

represents a more realistic approach in the study of biological systems, 

even when this requires revisiting and perhaps rejecting our initial, 

intuitively correct but biologically erroneous assumptions and definitions; 

a recent example, derived from microbial populations that extensively 

exchange genetic material, involves the rejection of the strictly bifurcating 

tree of life (Darwin, 1859) by a more realistic model-structure, that of the 

reticulate phylogenetic network (Huson and Bryant, 2006). 
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Region 1Region 1Region 1Region 1    

From    To         ProductFrom    To         ProductFrom    To         ProductFrom    To         Product    

60466   61656    putative integrase  

62251   62523    putative phage DNA-binding protein  

62520   62723    hypothetical protein  

62733   63020    putative bacteriophage transcriptional regulator protein  

63050   63526    hypothetical protein  

63523   63738    conserved hypothetical protein  

63735   64385    hypothetical protein  

64372   65223    putative primase domain protein  

65282   67132    conserved hypothetical protein  

67166   67954    hypothetical protein  

67990   68991    putative phage portal vertex protein  

69087   69434 c  conserved hypothetical protein  

69431   69772 c  conserved hypothetical protein  

69882   70085 c  hypothetical protein 

 

Region 4Region 4Region 4Region 4    

299949  301127 c  putative phage integrase  

301127  301351 c  conserved hypothetical protein  

301699  302004 c  conserved hypothetical protein  

302179  302604 c  conserved hypothetical protein  

302681  302959 c  hypothetical protein  

302956  305652 c  putative phage-related protein  

306023  306484 c  hypothetical protein  

306894  307100 c  conserved hypothetical protein  

307169  307486 c  conserved hypothetical protein  

307510  307842 c  conserved hypothetical protein  

307912  308343    putative phage-related protein  

308630  309400    conserved hypothetical protein  

309586  310977    conserved hypothetical protein  

310974  311966 c  putative phage-related protein  

311963  312361 c  putative phage tail protein  

312373  315237 c  putative phage tail protein  

315263  315379 c  putative phage protein  

315388  315714 c  putative phage tail protein  

315770  316279 c  putative major tail tube protein  

316300  317469 c  putative major tail sheath protein (protein fi)  

317485  317835 c  putative baseplate assembly protein W (gpw)  



317832  318380 c  putative baseplate assembly protein v (gpv)  

318467  318748 c   

318758  319990 c  putative phage collar protein  

319995  320546 c  putative tail protein I (gpi)  

320539  321429 c  putative baseplate assembly protein J (gpj)  

321516  321977 c  putative tail completion protein S (gps)  

321974  322459 c  putative tail completion protein R (gpr)  

322456  322980 c  conserved hypothetical protein  

322980  323615 c  putative phage lytic enzyme  

323617  323892 c  putative phage protein  

323885  324238 c  putative phage protein  

324241  324456 c  putative tail protein X (gpx)  

324456  324923 c  putative head completion/stabilization protein (gpl)  

325028  325735 c  putative terminase, endonuclease subunit (gpm)  

325739  326755 c  putative capsid proteins precursor (gpn) 

326789  327652 c  presumed capsid scaffolding protein (gpo)  

327771  329564    putative phage terminase, ATPase subunit (gpp)  

329564  330574    putative presumed portal vertex protein (gpq)  

330746  331456    putative site-specific DNA-methyltransferase  

332227  332523    conserved hypothetical protein  

332777  333241    hypothetical protein  

333316  334077 c  conserved hypothetical protein  

334344  334940 c  putative DNA recombinase  

334915  335202 c  hypothetical protein 

 

Region 7Region 7Region 7Region 7    

631290  632120    putative transmembrane ABC transporter  

632110  633504    putative ABC transporter component, polysaccharide related  

633501  634088    putative chloramphenicol acetyltransferase  

634123  635145    putative LPS O-antigen biosynthesis protein  

635293  636603    putative glycosyl transferase  

636600  638300    putative glycosyltransferase, fusion protein  

638464  640812    putative transmembrane protein  

640842  641507 c  putative lipase  

641819  643768    putative transmembrane protein  

643808  644212 c  putative transmembrane GtrA-like cell surface polysaccharide biosynthesis protein  

644327  644734 c  putative transmembrane cell surface polysaccharide biosynthesis protein  

644731  646038 c  putative FMN amine oxidoreductase  

646068  647012 c  putative transmembrane anchor NAD-dependent epimerase/dehydratase/dehydrogenase  



647041  647712 c  conserved hypothetical protein  

647750  648481 c  putative transmembrane anchor short-chain dehydrogenase  

648484  649794 c  putative FAD-binding oxidoreductase  

649791  651215 c  putative transmembrane UbiA prenyltransferase family protein  

651385  653316 c  putative transmembrane protein  

653313  654161 c  putative glycosyl transferase  

654172  654531 c  putative transmembrane protein  

654528  655358 c  putative xylose isomerase  

655355  656137 c  conserved hypothetical protein  

656224  657372 c  conserved hypothetical protein  

657365  658375 c  putative undecaprenyl-phosphate 4-deoxy-4-formamido-l-arabinose transferase  

658467  659435 c  putative transmembrane protein  

659540  661255 c  putative transmembrane sulfatase protein 

 

Region 12Region 12Region 12Region 12    

1324492 1324737 c  conserved hypothetical protein  

1324734 1325993 c  putative conjugal transfer protein  

1325996 1326982 c  putative conjugal transfer protein  

1326979 1327683 c  putative conjugal transfer protein  

1327702 1329000 c  putative conjugal transfer protein  

1329012 1329749 c  putative conjugal transfer protein  

1329746 1332232 c  putative conjugal transfer protein  

1332243 1332515 c  putative conjugal transfer protein  

1332512 1332895 c  putative conjugal transfer protein  

1332892 1333932 c  putative conjugal transfer protein  

1333929 1334375 c  conserved hypothetical protein  

1334372 1336372 c  putative conjugal transfer protein  

1336606 1336866 c  conserved hypothetical protein  

1336911 1337804 c  putative LysR family transcriptional regulator  

1337815 1337940 c  putative regulator, pseudogene  

1337956 1338126 c  putative esterase, pseudogene  

1338123 1338425 c  conserved hypothetical protein  

1338412 1339266 c  putative NAD(P)H dehydrogenase [quinone]  

1339362 1340264    putative LysR family transcriptional regulator  

1340359 1340619 c  conserved hypothetical protein  

1340656 1341549 c  putative LysR family transcriptional regulator  

1341582 1342424 c  conserved hypothetical protein  

1342421 1342804 c  putative 4-carboxymuconolactone decarboxylase  

1342737 1343207 c  putative MerR family transcriptional regulator  



1343295 1344665 c  putative MFS family transmembrane transporter  

1344784 1345635    putative LysR family transcriptional regulator  

1345632 1347596 c  conserved hypothetical protein  

1347593 1348030 c  conserved hypothetical protein  

1348056 1348631 c  putative transmembrane anchor conjugal transfer protein  

1348628 1349152 c  conserved hypothetical protein  

1349149 1349412 c  putative parB partition protein  

1349409 1350047 c  putative ParA/CobQ/CobB/MinD nucleotide binding domain protein  

1350298 1351131 c  putative RepA-like replication protein  

1351158 1351448 c  conserved hypothetical protein  

1351532 1352335 c  conserved hypothetical protein  

1352687 1353037 c  conserved hypothetical protein  

1353340 1353636    putative HTH transcriptional regulator  

1353993 1354307 c  conserved hypothetical protein  

1354642 1355064 c  conserved hypothetical protein  

1355155 1355490    hypothetical protein  

1355532 1356575    putative transposase  

1356572 1357087    conserved hypothetical protein  

1357200 1357388 c  conserved hypothetical protein  

1357451 1359481 c  putative ParB-like nuclease domain protein  

1359562 1360392 c  conserved hypothetical protein  

1360425 1360622 c  conserved hypothetical protein  

1361053 1362183    conserved hypothetical protein  

1362149 1363831    putative transmembrane protein  

1363664 1364188 c  putative RadC DNA repair protein, pseudogene  

1364225 1365508 c  conserved hypothetical protein  

1365534 1365839 c  conserved hypothetical protein  

1365820 1366203 c  conserved hypothetical protein  

1366343 1367584 c  putative prophage integrase 

 

Region 14Region 14Region 14Region 14    

1720129 1720437    hypothetical protein  

1720450 1720872 c  hypothetical protein  

1720901 1721134    conserved hypothetical protein  

1721405 1721854    putative modification methylase  

1722115 1722405    conserved hypothetical protein  

1722566 1723417 c  putative ISXac3 like transposase protein  

1723435 1723713 c  putative ISXac3 like transposase  

1723923 1724387    putative transmembrane protein  



 

Region 15Region 15Region 15Region 15    

1945505 1946305    hypothetical protein  

1946295 1947431    putative phage-related protein  

1947488 1948663 c  putative phage integrase protein  

1948606 1948884 c  putative phage excisionase  

1949118 1949345    hypothetical protein  

1949409 1949687    hypothetical protein  

1949779 1950516 c  hypothetical protein  

1950503 1950811 c  hypothetical protein  

1950814 1951029 c  conserved hypothetical protein  

1951052 1951777 c  conserved hypothetical protein  

1951781 1952488 c  conserved hypothetical protein  

1952747 1953649 c  putative recombination-associated protein  

1953804 1954067 c  hypothetical protein  

1954064 1954582 c  hypothetical protein  

1954703 1955122 c  putative transcriptional regulatory protein  

1955122 1955622 c  hypothetical transmembrane anchored protein  

1955683 1956141 c  hypothetical protein  

1956143 1956526 c  conserved hypothetical protein  

1956600 1956920    hypothetical protein  

1957137 1957514 c  conserved hypothetical protein  

1958018 1958398 c  hypothetical protein  

1958628 1959035    hypothetical protein  

1959004 1959528    hypothetical protein  

1959546 1960592    conserved hypothetical protein  

1960585 1961139    conserved hypothetical protein  

1961136 1961675    conserved hypothetical protein  

1961672 1962103    conserved hypothetical proteins  

1962100 1962438    hypothetical protein  

1962435 1963262    conserved hypothetical protein  

1963259 1964230    hypothetical protein  

1964366 1964863 c  conserved hypothetical protein  

1964951 1965382    putative transmembrane protein  

1965431 1965763    putative transmembrane protein  

1966393 1966935    putative transmembrane phage lysozyme  

1967303 1967632    hypothetical protein  

1967637 1967933    hypothetical protein  

1967963 1968247    conserved hypothetical protein  



1968244 1968648    conserved hypothetical protein  

1968648 1969196    conserved hypothetical protein  

1969201 1969728    conserved hypothetical protein  

1969933 1971006    putative phage tail fiber protein  

1971470 1972105    putative phage terminase  

1972109 1973662    putative DNA packaging protein gp17 (terminase)  

1973659 1973937    hypothetical protein  

1973939 1974127    hypothetical protein  

1974124 1974597    hypothetical protein  

1974597 1976768    putative phage protein  

1976755 1977750    putative phage related protein  

1977756 1977971    hypothetical protein  

1978049 1979158    putative phage-related protein  

1979230 1979676    hypothetical protein  

1979731 1980294    putative phage-related protein  

1980296 1980976    conserved hypothetical protein  

1980978 1982291    conserved hypothetical protein  

1982497 1983120    conserved hypothetical protein  

1983120 1985021    hypothetical protein  

1985030 1985503    conserved hypothetical protein  

1985520 1985990    conserved hypothetical protein  

1985992 1986729    conserved hypothetical protein  

1986726 1988207    putative phage-related protein  

1988210 1988542    hypothetical protein  

1988556 1990445    conserved hypothetical protein  

1990474 1991988    hypothetical protein  

1991992 1999923    conserved hypothetical protein  

2000022 2000375    conserved hypothetical protein, partial  

2000458 2001390    conserved hypothetical protein  

2001421 2001822    conserved hypothetical protein  

2001926 2002540    conserved hypothetical protein 

 

 

Region 16Region 16Region 16Region 16    

3089388 3089654 c  hypothetical protein  

3089651 3090445 c  putative peptidase  

3090702 3092462    putative Hep Hag family adhesin  

3093052 3093834 c  conserved hypothetical protein  

3093974 3094429    hypothetical protein  



3094419 3097199 c  putative conjugal transfer protein TraA  

3097317 3098039 c  hypothetical protein  

3098061 3099935 c  putative type IV secretory protein conjugation protein TraD  

3099913 3100737 c  putative ankyrin repeat protein  

3100776 3101039 c  hypothetical protein  

3101231 3101434 c  putative transmembrane protein  

3101572 3102096 c  hypothetical protein  

3102183 3105164 c  conserved hypothetical protein  

3105188 3105520 c  putative transmembrane protein  

3105586 3106713 c  putative transmembrane protein  

3106710 3107345 c  conserved hypothetical exported protein  

3107374 3107775 c  hypothetical protein  

3107997 3108554    hypothetical protein  

3108541 3109632    hypothetical protein  

3109638 3110534    conserved hypothetical protein  

3110654 3110800    conserved hypothetical protein  

3110838 3111677 c  conserved hypothetical protein  

3111950 3112555 c  hypothetical protein  

3112555 3113151 c  putative plasmid partitioning like protein  

3113266 3113730 c  hypothetical protein  

3114059 3115846    putative type IV pilus protein  

3116009 3116770 c  conserved hypothetical protein  

3116767 3117684 c  hypothetical protein  

3117773 3118255 c  conserved hypothetical protein  

3118477 3119181 c  conserved hypothetical protein  

3119229 3119615    hypothetical protein  

3119590 3120078 c  hypothetical protein  

3120071 3120601 c  conserved hypothetical protein  

3120704 3121537 c  hypothetical protein  

3121497 3121979 c  putative permease ABC transporter protein  

3122039 3122401 c  hypothetical exported protein  

3122585 3123445 c  putative transposase  

3123454 3123737 c  putative transposase, pseudogene  

3124357 3124710 c  hypothetical protein  

3124816 3125547 c  hypothetical protein  

3125547 3127070 c  putative phage-related integrase 

 

Region 20Region 20Region 20Region 20    

3913248 3914057 c  putative transmembrane protein  



3914061 3917930 c  putative autotransporter haemagglutinin-related protein  

3918118 3918825 c  putative giant cable pilus chaperone protein  

3918842 3919987 c  putative minor pilin and initiator protein  

3919984 3922710 c  putative outer membrane usher (colonisation factor antigen I subunit c)  

3922761 3923270 c  putative giant cable pilus fimbrial subunit  

3923789 3924877 c  putative transmembrane protein  

3925243 3926520 c  putative citrate synthase  

3926817 3927059 c  putative 50S ribosomal protein L31  

3927148 3928086 c  putative nucleoside hydrolase  

3928471 3930582 c  putative ATP-dependent DNA helicase  

3930590 3930976 c  putative endoribonuclease protein 



CLUSTAL 2.0.3 multiple sequence alignment 

 

 

R1-SK279a       CGCGGCGGACCATGCCCAGAGCCTGTTCGAACGCCTTCGGCGAAACCGCCGTGACCAGGG 60 

R1-SK279(1)     CGCGGCGGACCATGCCCAGAGCCTGTTCGAAAGCCTTACGCGAAACCGCCATGACCAGGG 60 

R1-S28          CGCGGCGGACCATGCCCAGAGCCTGTTCGAAAGCCTTAGGCGACACTGCAGTGACCACGG 60 

                ******************************* *****  **** ** **  ****** ** 

 

R1-SK279a       CGCCGTGCGCACCGCCGATCTCCTTCTTCAGGAATGCGGCCGGATCGGTGGTACGCGCGT 120 

R1-SK279(1)     CGCCTTGCGCACCGCCGATCTCCTTCTTCACGAATGCGGCCGGATCGGTGGTACGCGCGT 120 

R1-S28          CGCCTTGCGCACCGCCAATCTCCTTCTTCACGAATGCGGCCCGATCGATGGTACGCACGT 120 

                **** *********** ************* ********** ***** ******** *** 

 

R1-SK279a       TCACGGTGATCTGCGCGCCGAGCTGCCGGGCCAATGCCAGCTTGTTGTCGTCCACGTCCA 180 

R1-SK279(1)     TCACGGTGATCTGCGCGCCGAGCTGCCGGGCCAATGCCAGCTTGTTGTCGTCCACGTCCA 180 

R1-S28          TCACTGTGATCTGCGCACCGAGCTGCCGGGCCAATGCCAGCTTGTTGTCGTCCACGTCCA 180 

                **** *********** ******************************************* 

 

R1-SK279a       CCGCAGCCACATTCAGGCCCATCGCACGGGCGTACTGCACCGCCATGTGGCCCAGGCCAC 240 

R1-SK279(1)     CCGCAGCCACATTCAGGCCCATCGCACGGGCGTACTGCACCGCCATGTGGCCCAGGCCAC 240 

R1-S28          CCGCAGCCACGTTCAGGCCCATCACACGGGCGTACTGCACCGCCATGTGGCCCAGGCCAC 240 

                ********** ************ ************************************ 

 

R1-SK279a       CGATGCCGGAAATCACCACCCAGTCCCCGGGCTTGGTGTCGGTCACCTTCAGGCCCTTGT 300 

R1-SK279(1)     CGATGCCGGAAATCACCACCCAGTCCCCGGGCTTGGTGTCGGTCACCTTCAGGCCCTTGT 300 

R1-S28          CGATGCCGGAAACCGCCACCCAGTCCCCGGGCTTGGTGTCGGTCACCTTCAGGCCCTTGT 300 

                ************ * ********************************************* 

 

R1-SK279a       AGACGGTCACGCCGGCGCACAACACCGGCGCGATCTCGACGAAGCCCACTTCCTTCGGAA 360 

R1-SK279(1)     AGACGGTCACGCCGGCGCACAACACCGGCGCGATCTCGACGAAGCCCACTTCCTTCGGAA 360 

R1-S28          AGACGGTCACGCCGGCGCACAGCACCGGCGCGATCTCGACGAAGCCCACTTCCTTCGGAA 360 

                ********************* ************************************** 

 

R1-SK279a       GCAGGCCGACATAGTTGGCATCGGCCAGTGCGTACTCGGCGAAGCCGCCGTTGACCGAGT 420 

R1-SK279(1)     GCAGGCCGACATAGTTGGCATCGGCCAGTGCGTACTCGGCGAAGCCGCCGTTGACCGAGT 420 

R1-S28          GCAGGCCGACATAGTTGGCATCGGCCAGTGCGTACTCGGCGAAGCCGCCGTTGACCGAGT 420 

                ************************************************************ 

 

R1-SK279a       AACCGGTGTTGCGCTGCGTCTCGCACAGCGTTTCCCAGCCACCCAGGCAGTGTTCGCAAT 480 

R1-SK279(1)     AACCGGTGTTGCGCTGCGTCTCGCACAGCGTTTCCCAGCCACCCAGGCAGTGTTCGCAAT 480 

R1-S28          AACCGGTGTTGCGCTGCGTCTCGCACAGCGTTTCCCAGCCACCCAGGCAGTGTTCGCAAT 480 

                ************************************************************ 

 

R1-SK279a       GGCCACACGCCGAGTACAACCAGGGGATGCCGACCCTGTCGCCTTCCTTGACGTGCCCTA 540 

R1-SK279(1)     GGCCACACGCCGAGTACAACCAGGGGATGCCGACCCTGTCGCCTTCCTTGACGTGCCCTA 540 

R1-S28          GGCCACACGCCGAGTACAACCAGGGGATGCCGACCCTGTCGCCTTCCTTGACGTGCCCTA 540 

                ************************************************************ 

 

R1-SK279a       CCCCGCCTCCCACGGCCACGACGTGCCCCACGCCCTCGTGGCCGGGGATGAATGGCGGGT 600 

R1-SK279(1)     CCCCGCCTCCCACGGCCACGACGTGCCCCACGCCCTCGTGGCCGGGGATGAATGGCGGGT 600 

R1-S28          CCCCGCCTCCCACGGCCACGACGTGCCCCACGCCCTCGTGGCCGGGGATGAATGGCGGGT 600 

                ************************************************************ 

 

R1-SK279a       TCGGTTTCACCGGCCAGTCGCCCTCGGCGGCGTGCAGGTCGGTGTGGCAGACGCCACAGG 660 

R1-SK279(1)     TCGGTTTCACCGGCCAGTCGCCCTCGGCGGCGTGCAGGTCGGTGTGGCAGACGCCACAGG 660 

R1-S28          TCGGTTTCACCGGCCAGTCGCCCTCGGCGGCGTGCAGGTCGGTGTGGCAGACGCCACAGG 660 

                ************************************************************ 

 

R1-SK279a       GCCTCGATCCTGACCAGCACCTCGCCCGCCCCCGGGCGCGGTACCGAGACTTCCTCGATG 720 

R1-SK279(1)     -CCTCGATCCTGACCAGCACCTCGCCCGCCCCCGGGCGCGGTACCGAGACTTCCTCGATG 719 

R1-S28          -CCTCGATCCTGACCAGCACCTCGCACGCCCCCGGGCGCGGTACCGAGACTTCCTCGATG 719 

                 ************************ ********************************** 

 

R1-SK279a       ACCAGCGGCT 730 

R1-SK279(1)     ACCAGCGGCT 729 

R1-S28          ACCAGCGGCT 729 

                ********** 

 


