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Abstract

Regulation of gene expression by networks of sequence specific tran-

scription factors is one of the most important control mechanisms

that defines the expression pattern of a genome. Describing tran-

scriptional regulatory networks requires a near complete knowledge

of the transcription factors present in the cell, as well the DNA bind-

ing sites to which each of the TFs is able to bind. Recent years have

witnessed advances in both directions. High coverage transcription

factor annotations have become available for many sequenced eukary-

otic genomes. Improvements have also been made in profiling DNA

specificity motifs for eukaryotic transcription factors, in vitro and in

vivo.

The theme of my work has been the application and development of

computational methods for inferring regulatory motifs from promoter

sequence, and finding clues to the function of computationally inferred

DNA motifs. Functional annotation of inferred motifs led me to con-

duct a comparative study of the familial relationships between regu-

latory motifs, the conclusion of which was a probabilistic motif family

model I call the ‘metamotif’. The metamotif, I will show, allows

improved prediction of the DNA binding domain family for de novo

inferred motifs, and is an effective way of encoding prior information

about known DNA binding domain families to a motif inference algo-

rithm. The use of familial prior information improves the sensitivity

to detect regulatory motifs contained in the large promoter sequences

that are common to higher eukaryotic genomes. The metamotif guides

motif inference towards types of sequence signal that are expected a

priori to be present in the sequence set of interest, thereby improving

and supplementing traditional regulatory motif inference algorithms.



I have also assessed several published de novo DNA motif inference

algorithms by challenging them to infer a complete set of regulatory

motifs from a large series of Saccharomyces cerevisiae promoters. This

work provides a novel way to assess performance of regulatory motif

inference methods, and is made possible by the availability of an ex-

perimentally determined regulatory motif dictionary for the S. cere-

visiae genome. In addition to benchmarking motif inference methods

compared to a reference motif set, I make use of many of the rich

genomics resources available for study of the budding yeast. These in-

clude curated lists of TF target genes based on ChIP-chip and gene ex-

pression studies of wild type and knockout yeasts, a close-to-complete

list of TF motif from the JASPAR database, and a 7-way sequence

conservation score across the genome, as well as sequence variation

data from the Saccharomyces Genome Resequencing Project.

Development of sensitive regulatory motif inference algorithms con-

tinues to be important in gaining understanding of eukaryotic gene

regulation by sequence specific transcription factors. In particular I

believe that methods that integrate different sources of biological evi-

dence, such as metamotifs, gene expression and ChIP-seq, to sequence

motif inference will be highly important to the field.
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Chapter 1

Introduction

The genetic information stored in our DNA is transcribed into RNA by large

molecular holoenzymes called RNA polymerases. In eukaryotic organisms there

are three types of RNA polymerases, out of which RNA polymerase II (Pol II)

is the one responsible for transcribing protein-coding genes and many noncoding

RNAs such as micro-RNAs (Megraw et al., 2009; Saltzman and Weinmann, 1989).

Pol II activity is highly regulated at the level of the individual transcript, and

this regulation is essential for both cellular homeostasis and development of mul-

ticellular organisms (Fuda et al., 2009). The most central and best understood

mechanisms of gene regulation is mediated by the interaction of sequence specific

transcription factors (TFs) with DNA target sequences, each other and with other

members of the Pol II complex (Mitchell and Tjian, 1989). Transcription factors

orchestrate the transcription cycle because their activities are in turn controlled

by cellular signals, for instance on the level of post-transcriptional modifications

and protein-protein interactions. Each factor has a preference towards a specific

set of DNA words which dictates the positions at which it is recruited to the

genome. As this mechanism of DNA site recognition acts in part to choose the

target genes of the transcription factors, the DNA patterns are commonly known

as ‘regulatory motifs’.

In this introduction I firstly outline the known regulatory mechanisms acting

on the level of transcription to highlight the importance of and challenges in the

study of transcriptional regulatory mechanisms (Section 1.1). I then briefly review

the previous literature on computational regulatory motif inference (Section 1.2),
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before introducing the specific computational methodology used in the project

(Section 1.3). I then discuss the biological resources which were applied in this

work (Section 1.4), and finally introduce the specific contributions in this work

to the inference and classification of regulatory motifs (Section 1.5).

1.1 Gene regulation by control of transcription

Transcription factors act by promoting or inhibiting the recruitment of Pol II

to the gene’s promoter, to initiate RNA transcription at the transcription start

site (TSS) of the gene, eventually leading to the generation of a full-length RNA

transcript. This classical understanding of eukaryotic transcriptional regulation

– involving only proximally located transcription factor binding sites (TFBS) –

has had to give way to a more complex view of regulatory interactions. Firstly,

factors which interact with Pol II not only act to recruit it to the complex, but

can also affect its post-initiation clearance from the promoter, elongation of the

transcript, and its termination, all of which are found to be rate-limiting and

therefore highly likely regulated steps in the case of some genes (Venters and

Pugh, 2008). Secondly, regulatory regions are found not only proximal to the

TSS, but also kilobases further upstream, or even downstream, of their target

genes in an orientation independent manner (Banerji et al., 1981).

The more distal regulatory regions are known as “enhancer” regions when they

have an activatory role, and “silencer” regions when they inhibit recruitment of

the transcriptional machinery (Visel et al., 2009). Several large studies have been

conducted and are currently underway to systematically discover and catalogue

tissue specific enhancers acting in mammalian and fish genomes (Ellingsen et al.,

2005; Pennacchio et al., 2006; Visel et al., 2008). Enhancer- and silencer-like

regions, as well as insulators which set the ‘borders’ of the chromatin domains

regulated by enhancers and silencers, have also been described in yeasts (Bi and

Broach, 2001; Buchman et al., 1988). The chromatin packaging of the genome

sets limits to the regions that are available for transcription factor binding, and

regulatory interactions that control this process can both activate and repress

expression (Li et al., 2007; Steinfeld et al., 2007; Venters and Pugh, 2008). Figure

1.1A depicts these various factors and interactions involved in transcriptional

2



regulation.

General transcription factors (GTFs) bind to specific target sequences close to

the transcription start site (TSS) at defined locations (Venters and Pugh, 2008),

as shown in Figure 1.1A. Names and approximate positions are shown for the

GTF target sequences. Regulatory transcription factors bind either to activate

or repress the transcription of the target gene by binding to their target DNA

sequences either near the core promoter or more distally (enhancers). Interactions

between the TFs, GTFs and the Pol II are also important for regulation. Co-

regulators which do not themselves bind DNA in a sequence-specific manner also

interact with GTFs, TFs and nucleosomes (via modified histone tails). Both

activation and repression can occur via each of these interactions.

Trans-acting enhancer regions are thought to contribute to eukaryotic gene

regulation by looping DNA to promote the recruitment of the transcription ma-

chinery at a TSS (Figure 1.1B). Many genes are known to achieve their observed

expression patterns through the combination of weak promoters and enhancer re-

gions, which supplement them. In this example the expression pattern of a gene

is modulated by both a promoter, as well as brain and limb specific enhancer

elements. Silencer elements, which were not depicted here, can also act from a

large distance to the TSS.

Enhancers and silencers rely on the organisation of genes into chromosomal

domains that can in part be co-regulated. However, it has also been suggested

that TF target genes are organised non-randomly for the majority of TFs, even

in S. cerevisiae with its compact non-coding genome (Janga et al., 2008), short

promoter sequences and relatively few examples of long-distance enhancer or si-

lencers. The organisation of targets of a TF along chromosomes, possibly through

their association in shared three-dimensional ‘chromosomal territories’ (Cremer

and Cremer, 2001; Gasser, 2002; Lieberman-Aiden et al., 2009), could pose yet

another largely uncharacterised level of regulatory information. The effect of

neighbouring genes sharing similar promoter motifs has also been shown in D.

melanogaster (Zhu and Halfon, 2009).

Another mechanism of transcriptional regulation not depicted above is the

tissue or time specific use of alternative TSSs. The majority of human and mouse

Pol II promoters have clusters of close TSSs instead of a single one (Frith et al.,
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Figure 1.1: Key regulatory interactions which modulate transcription initiation.
A) A promoter centric view on transcriptional regulation. Transcription factors
interact with DNA and other regulatory factors to modulate the action of the
RNA polymerase. B) An enhancer centric view on transcriptional regulation.
Figure adapted from Visel et al. (2009) and Fuda et al. (2009).
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2008). Larger scale TSS usage variation also occurs. Alternative promoter usage

can in fact act as a mechanism for creating variant isoforms of gene products

(Carninci et al., 2006), and changes in alternative TSS use are found associated

to tissue and developmental stage specific dynamics of transcription (Consortium

et al., 2009; Valen et al., 2008).

The identification and study of gene regulatory sequence is more difficult than

protein-coding sequence because of several factors. Perhaps most importantly, the

conservation pattern of regulatory sequence does not resemble that of protein cod-

ing sequence. Purifying selective constraint in regulatory sequences is often seen

between closely related species (Hardison, 2000; Loots et al., 2000; Ludwig, 2002),

but genomic TF binding studies suggest that turnover of regulatory elements oc-

curs at remarkably high rate even when expression pattern (i.e. the connectivity

of the TF network) shows little change (Schmidt et al., 2010). Indeed, changes in

regulatory interactions have been hypothesised to be a cause of species divergence

both in fungi (Borneman et al., 2007) and in animals (Carroll et al., 2000; Galant

and Carroll, 2002). Furthermore, regulatory elements are often not constrained

in the ordering, orientation or number of functional sites (Ludwig, 2002; Mark-

stein and Levine, 2002). Consequently, alignment based comparative methods,

which have been largely developed for the study of protein coding DNA, suffer

from misalignments. For instance only 59% agreement is found between methods

in the case of the 12 whole-genome Drosophila genomes aligned in the study by

Stark et al. (2007). Detecting selective constraint acting on short blocks – often

less than 20bp long (Bergman and Kreitman, 2001) – is not easy. Indeed, align-

ment based comparative analyses can only identify a small fraction of functional

elements (Siggia, 2005). Alignment free cis-regulatory motif discovery methods

which can consider recurring signals between related species to be conserved re-

gardless of alignment or orientation are only beginning to appear (Gordan et al.,

2010; Kim et al., 2010; Xie et al., 2009).

TF binding sites frequently occur in clusters – homotypic or heterotypic

(Gotea et al., 2010). Site proximity of different TFs can modulate both co-

operative and repressive interactions between different TFs (Kulkarni and Arnosti,

2005; Lebrecht et al., 2005), and competition of TFs for overlapping TFBSs is

known to contribute for instance to Drosophila embryo segmentation (Walter
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et al., 1994). Repetitive (homotypic) clustering of sites for the same TF is also

well documented and can act to ensure stable binding (Cunningham and Cooper,

1993) or modulate a graded transcriptional response (Donahue et al., 1983). In-

terestingly, it has been suggested that even proximal or overlapping spacing of

sites might be produced by selection mechanisms acting to maintain the overall

composition of TFBSs in cis-regulatory elements instead of a constraint acting

to maintain binding site position or orientation (Lusk and Eisen, 2010).

1.1.1 Sequence specific transcription factors

Understanding properties of cis-regulatory sequences is an ongoing challenge

faced by the field of regulatory genomics. Another challenge which similarly

continues to require extensive experimental and computational work is the an-

notation of transcription factors in genomes. High coverage annotations of TF

genes are available for some well studied organisms in manually curated databases,

ranging from RegulonDB for Escherichia coli (Huerta et al., 1998; Salgado et al.,

2006), DBTBS for Bacillus subtilis (Ishii et al., 2001; Sierro et al., 2008), FlyBase

(Wilson et al., 2008b) and FlyTF (Adryan and Teichmann, 2006; Pfreundt et al.,

2010) for Drosophila, TFdb (Kanamori et al., 2004) and TFCat (Fulton et al.,

2009) for human and mouse.

Advanced comparative sequence analysis techniques based on the use of pro-

tein domain profile Hidden Markov models have been helpful in systematically

predicting large numbers of transcription factors for many sequenced genomes,

both eukaryotic and prokaryotic (Kummerfeld and Teichmann, 2006; Wilson

et al., 2008a). To illustrate the insight that TF annotation gives about transcrip-

tion regulation, a comparison is shown below between the number of predicted

sequence specific transcription factor genes out of the total number of protein

coding genes for four eukaryotic species, as well as the E. coli (K12). The data

presented is from the DBD database (Wilson et al., 2008a) (Release 2.0, down-

loaded 12/6/2010) which predicts TFs based on statistically significant matches

to protein domain models from either the PFAM (Finn et al., 2010; Sonnhammer

et al., 1997) or the SUPERFAMILY (Gough et al., 2001; Wilson et al., 2009)

databases.
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Figure 1.2: TF counts versus gene counts. The data presented is from the DBD
database (Wilson et al., 2008a).

The TF number comparison shown in Figure 1.2 highlights several properties

of transcriptional regulation. Firstly, the number, and more interestingly the

proportion of TFs, increases for large genomes. For example in the case of the

human genome, 13% of its approximately 23,000 genes are predicted to be TFs,

whereas only 2.6% out of the 6,700 Saccharomyces cerevisiae genes are annotated

as TFs. The increase in fraction of regulatory factors from the total number of

genes amongst eukaryotes is thought to be a manifestation of the increased need

to specifically regulate genes in larger, more complex organisms.

Single-cellular eukaryotic genomes contain a smaller fraction of TFs from total

gene number when compared to bacteria (S. cerevisiae at 2.6%, E. coli at 6.4%).

This is a well documented observation and thought to be a result of tissue and

condition specific combinatorial regulation of genes in eukaryotes (van Nimwegen,

2003), epigenetic regulation (Choi and Kim, 2008), as well as the additional post-

transcriptional control mechanisms such as microRNAs that are abundant in

higher eukaryotes but absent in some fungi such as S. cerevisiae (Grimson et al.,

2008). A power-law relationship has been described between the genome size

and the number of TFs present in a genome, both in eukaryotes and prokaryotic

organisms, with a lower exponent in eukaryotes (van Nimwegen, 2003).
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Known binding site motifs of eukaryotic TFs tend to be less constrained than

bacterial motifs (Wunderlich and Mirny, 2009). This together with the much

larger genome sizes of eukaryotes also points at the requirement for additional

levels of regulation. To put it simply, the DNA motif of a eukaryotic TF does

not contain enough information to help it distinguish its cognate sites from non-

functional sites that could occur as often as every 103 – 104 nucleotides (assuming

a simple genomic background model parameterised by average GC content). This

view is supported by in vivo ChIP-seq binding studies of genomic binding sites

of several eukaryotic TFs: assumably non-functional binding far from genes is

found to be abundant in several studies (Robertson et al., 2007; yong Li et al.,

2008). Abundant non-functional binding of TFs was in fact observed already in

a much more laborious UV-crosslinking and Southern blot study by Walter et al.

(1994).

Clustering of TFBSs can provide additional regulatory information by allow-

ing combinatorial binding of TFs (Georges et al., 2010; Makeev et al., 2003;

Papatsenko, 2009). More recently, a large scale analysis of human and mouse TF

protein-protein interactions and expression measurements of the factors strongly

suggests the combined action of sequence specific TF complexes, most impor-

tantly homeobox factors, in cell fate specific regulation of target genes (Ravasi

et al., 2010). Homeobox factors are interesting in this context because they are

especially common in mammals (Wilson et al., 2008a), they have short five or

six nucleotide long motifs (Affolter et al., 2008) and they often bind with an ad-

ditional, specific co-factor in a manner specific to cell-type (Ravasi et al., 2010).

In conclusion, in higher eukaryotes it is important to consider gene regulation

as a combination of multiple mechanisms including for instance increased com-

binatorial interactions of TFs, multiple classes of noncoding RNAs (Jacquier,

2009), epigenetic mechanisms (Jaenisch and Bird, 2003) and alternative tran-

scripts (Carninci et al., 2006).

When the TFs of each organism are grouped by the content of their DNA

binding families (Figure 1.3), it becomes apparent that TFs of all the organisms

shown here fall into a much smaller number of DNA binding domains (e.g. 155

domains in 2886 human TFs, or 46 domains in 177 S. cerevisiae TFs). The low

overlap between TF domain content of different genomes highlights that many of
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the TF families have expanded within specific lineages (Babu et al., 2004). For

example, the overlap between domains annotated in H. sapiens and E. coli is only

four domains (HTH3, HTH11, CSD and PAS domains) whereas the mammals

H. sapiens and M. musculus share 151 domains. The reader is referred to Wilson

et al. (2008a) for a more thorough discussion of the kingdom specific expansion

of DNA binding domains.
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1.1.2 Binding specificity of transcription factors

Determining the genomic binding sites and modelling sequence specificity pat-

terns of TFs has proven a formidable task. Currently the only eukaryotic organ-

ism for which binding specificity of the large majority of its transcription factors

has been determined based on DNA–protein interaction assays is Saccharomyces

cerevisiae, which has a small genome by eukaryotic standards (12 Mbases with

6,532 protein coding genes according to the Ensembl release 58.1j (Hubbard et al.,

2009)). I will take special interest here in discussing S. cerevisiae because what

is already known of its transcriptional regulation is the closest that we currently

have to a ‘regulatory code’ of any eukaryotic genome, and because computational

genome scale regulatory motif inference in S. cerevisiae is the focus of the work

described in Chapter 5.

The first large scale effort towards the in vivo profiling of TF binding on a

genome scale was the study by Harbison et al. (2004), where ChIP-chip assays

were conducted with 203 sequence specific TFs, each factor’s binding profile being

measured in one or more of 12 different growth conditions. The original analysis of

the paper detailed a high confidence motif for 63 of the 203 TFs studied. MacIsaac

et al. (2006) then provided a re-analysis of the large dataset with two phylogenetic

foot printing based inference algorithms. PhyloCon (Wang and Stormo, 2003)

and Converge (MacIsaac et al., 2006) yield motifs for an additional 36 TFs. The

resolution of the ChIP-chip assay however does not reach beyond 500nt due to

the limitations set by the use of randomly sheared genomic DNA fragments and

tiling arrays (Sikder and Kodadek, 2005). ChIP-chip in other words is not ideal for

determining accurate binding site profiles for TFs. ChIP followed by sequencing

(ChIP-seq) offers a partial solution to the resolution problem, and allows more

accurate and quantifiable in vivo study of protein-DNA binding. ChIP-seq assays

with TFs have been to date conducted with TFs of larger, higher eukaryote

genomes 1, with the exception of Lefrançois et al. (2009) who assayed a series of

budding yeast TFs as a proof of concept of a multiplexed ChIP-seq experiments

(a single sequencing experiment contains samples for multiple TFs). In vitro

1Large scale efforts to profile sequence specific TF specificity in human and several model
organisms in vivo with ChIP-seq have begun as part of the ENCODE and modENCODE
projects. See http://www.genome.gov/10005107 for more information.
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measurements of TF DNA specificity however already provide a close-to-complete,

high resolution dataset for the S. cerevisiae: a protein binding microarray (PBM)

Mukherjee et al. (2004) based study by Zhu et al. (2009), and a study by Badis

et al. (2008) using a combination of PBMs, cognate site identifier microarrays

(Warren et al., 2006), and DIP-chip (Liu et al., 2005).

Our knowledge of sequence specific protein–DNA interactions is far less com-

plete in the case of larger eukaryotic genomes than it is in the budding yeast.

The JASPAR database (Portales-Casamar et al., 2010), which contains a high

quality non-redundant resource of TFBS motifs for different kingdoms of life,

contains only 75 TFBS motifs for the 2886 TFs in human. For mouse there are

only 40 TFs present in JASPAR (out of 2548 TFs). Furthermore, most high

throughput studies to date have concentrated on a small number of highly ex-

panded TF domain families, such as homeodomains (Noyes et al., 2008a) and

basic helix-loop-helix factors (Grove et al., 2009; Maerkl and Quake, 2009), with

the exception of Badis et al. (2009) whose 104 TFBS motifs cover 22 different

families of TFs. New high-throughput methods for studying DNA–protein in-

teractions are becoming available in addition to universal PBMs which currently

provide majority of the publicly available high-throughput TF–DNA specificity

data. These new promising methodologies include ChIP-seq (Robertson et al.,

2007), bacterial one-hybrids (Meng and Wolfe, 2006; Noyes et al., 2008a,b), multi-

plexed massively parallel SELEX (Jolma et al., 2010) and a microfluidic molecular

interaction assay platform by Maerkl and Quake (2007a).

Although new protein–DNA interaction probing technologies have the poten-

tial to transform our knowledge of eukaryotic transcriptional regulation, it is also

clear that efficient computational methods for motif inference and classification

continue to be of key importance. My aim in Chapter 2 is to present a new

class of motif family models that can be learned using experimentally determined

PWM motifs, such as those derived from new HT technologies. In Chapters 3

and 4 I present applications of motif family models for sensitively inferring mo-

tifs from genomic sequence, and for classifying computationally inferred motifs

by their DNA binding domain type, respectively. In both of these lines of work

use experimentally determined motif data to provide a comparison for evaluating

computational predictions. Experimentally determined regulatory motifs are also
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central to the S. cerevisiae motif inference performance benchmark in Chapter 5,

where de novo predictions are compared to experimental motifs.

1.2 Computational inference of transcription fac-

tor binding site motifs

Computational inference of TFBSs by applying short motif inference algorithms

to pieces of genomic DNA sequence is a long-standing research problem. It has

motivated computational biologists to propose literally hundreds of algorithms

over the course of more than 30 years. Many of these algorithms are introduced

in previous reviews (Das and Dai, 2007; MacIsaac and Fraenkel, 2006; Nguyen

and Androulakis, 2009; Sandve and Drabløs, 2006), and therefore only essentials

of different approaches are covered here.

The first motif inference algorithm was published in the landmark paper by

Korn et al. (1977) where pairwise comparisons of aligned sequence immediately

close to prokaryotic transcription start sites (TSS) and terminator sequences were

used to infer recurring motifs. The Korn et al. (1977) approach, which simply

lists recurring sequence words found by pairwise comparisons of noncoding DNA

sequence, is the earliest precursor to oligonucleotide word enumeration based

motif inference algorithms. Such algorithms aim to exhaustively list possible k-

mers that satisfy an objective function such as a conservation or significance score,

commonly allowing a certain maximum number of mismatches. This approach

is still taken in several recently published algorithms, ranging from reporting

ranked k-mers of a specified length (Helden et al., 1998; van Dongen et al., 2008)

to IUPAC consensus strings that allow for describing degeneracy in positions

(Marschall and Rahmann, 2009; Xie et al., 2005, 2007). In fact the Tompa et al.

(2005) ab initio motif inference method benchmark showed the word-enumeration

based Weeder (Pavesi et al., 2001) as one of the best performing inference method

of the 13 methods that were tested. The Tompa et al. (2005) benchmark is

discussed in more detail in Section 5.1.2. Enumeration based methods can be

made computationally very fast through the use of modern computers with access

to a large volume of runtime memory together with highly optimised look-up data
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structures, such as suffix trees which were originally introduced in computational

biology detection of repeat elements (Sagot, 1998).

Word enumeration methods however have certain inherent limitations. Firstly,

the reliance on lookup based data structures make them incapable of modelling

very long TFBS patterns – 8-mers or 10-mers are typically studied – which are

known to be present amongst eukaryotic TFBS motifs of many TF families.

Cys2His2 zinc finger motifs for instance can be as long as 15 or 20 nucleotides

due to the common architecture of their protein–DNA interaction which involves

several zinc finger domains binding in tandem (LeClerc et al., 1991; Wolfe et al.,

2000). Motifs with a large number of weakly constrained positions are also prob-

lematic for word enumeration methods which generally require sequence word

clustering based on edit distance to group individual related sequence words to

motif models to describe degeneracy. The great majority of TFs do not bind to

a unique DNA ‘word’, but instead they show a distribution of binding affinity

across a number of possible sites (known as ‘degeneracy’). Degenerate positions

are well known to occur in TFBS motifs (examples with degenerate motifs are

shown in Figure 1.4), and the information content of a position has been shown

to correlate with its conservation (Moses et al., 2003) and the number of contacts

the base makes with amino acid residues (Gelfand and Mirny, 2002). Genome

scale in vivo profiling of transcriptional control is rapidly forming an image of

transcriptional control where not only is a large spectrum of possible binding

sequences observed (Badis et al., 2009), but also that even weak binding sites

can exert a regulatory response (Gertz et al., 2009) and therefore are biologically

meaningful. Therefore, models of sequence motifs should ideally represent the

sequence specificity distribution as completely as possible, whilst being able to

weight strongly binding sequences above weakly binding sequences, neither of

which is possible with k-mer enumeration based models.

The above-mentioned limitations of word enumeration methods in describing

transcription regulatory motifs resulted in development of probabilistic motif in-

ference methods, which most commonly use the position weight matrix (PWM)

as the motif model. The PWM is described in more detail in Section 1.2.1, and

examples of PWMs are shown in Figure 1.4 as sequence logos (Schneider and

Stephens, 1990).
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Figure 1.4: Strongly constrained PWM motif, and one with degenerate positions
in the middle.

Some motif inference algorithms consider other data in addition to genomic

sequence to support the inference task. Especially gene expression data has been

made use of in various approaches. The earliest method for this is gene expression

clustering based division of genes to sets followed by motif inference from the indi-

vidual sets (Roth et al., 1998). More sophisticated methods have been developed

for gene expression, beginning from the pioneering multivariate regression based

word enumeration framework REDUCE by Bussemaker et al. (2001) that sparked

publication of several related methods; c-REDUCE considers conservation as well

as gene expression evidence (Kechris and Li, 2008), and MatrixREDUCE (Foat

et al., 2005) models binding sites as position-specific affinity matrices (essentially

PWMs where nucleotide weights correspond to the binding affinity of the nu-

cleotide relative to the nucleotide with the optimal affinity). Other multivariate

regression based approaches for using expression data in motif inference have also

been published (Conlon et al., 2003; Keleş et al., 2002).

Ranking or weighting sequences based on position specific properties such as

TF or nucleosome binding (based on ChIP-chip) has also been applied in motif

discovery (Conlon et al., 2003; Liu et al., 2002). This approach has been expanded

in the PRIORITY algorithm (Narlikar et al., 2006) to a general nucleotide po-

sition specific prior function suited for instance for specifying information about

the sought after TF domain family specificities (Narlikar et al., 2006), nucleosome

positioning (Narlikar et al., 2007), DNA duplex stability (Gordân and Hartemink,

2008), or sequence conservation information (Gordan et al., 2010).

Phylogenetic foot printing methods that apply sequence conservation, align-

ment of orthologous sequences and phylogenetic models of regulatory regions to
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improve sensitivity to detect regulatory motif and cis-regulatory modules have

also been developed (Siddharthan, 2008; Sinha et al., 2004; Wang and Stormo,

2003).

In conclusion, a multitude of different approaches have been applied to reg-

ulatory motif inference. Finding a suitable algorithm for a biological problem

at hand can be a daunting task for a researcher, and indeed one might expect

that standard benchmarking methods would have surfaced in the literature of

motif inference algorithms. However, the great majority of the above mentioned

publications describing motif inference algorithms are either:

1. applied to a specific biological problem without an explicit performance

assessment with other algorithms.

2. compared with a publication specific biological dataset with one, two or a

handful of different common tools such as MEME (Bailey and Elkan, 1995).

3. compared with a synthetic sequence set with one, two or a handful of dif-

ferent common tools.

Performance comparison of motif inference tools is itself a non-trivial problem.

Very few comprehensive attempts have been made to date to systematically assess

different tools (Li and Tompa, 2006; Pevzner and Sze, 2000; Sinha and Tompa,

2003a; Tompa et al., 2005). The assessment by Tompa et al. (2005) is perhaps

the most comprehensive to date, covering 13 different algorithms. In Chapter 5

I discuss the challenges of measuring motif inference performance with synthetic

and real promoter sequence (Section 5.1.3), and describe a new, large scale motif

inference benchmark challenge (Section 5.3.2).

1.2.1 The position weight matrix

The PWM, also known as a position specific scoring matrix (PSSM) or a gapless

profile, is a commonly used probabilistic model used in motif inference algorithms.

It has been found to preserve more of the information of individual motif positions

(columns) than consensus string motifs, and to systematically perform better in
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describing regulatory binding site patterns (Osada et al., 2004). It is also the

motif model of choice in my work.

PWMs are probabilistic sequence motif models that can be scanned along

sequence to assign a score for a sequence window to contain a motif match.

Commonly a threshold is determined for the sequence window scores, such that

windows where the threshold is exceeded are called motif matches (potential bind-

ing sites). A large part of my work has revolved around analysing properties of

inferred PWM motifs and their connection to previously known motifs (Chapters

2, 3, 4) with the use of motif family models. In addition, in Chapter 5 I present

an assessment of the prediction performance of several de novo motif discovery

algorithms. A formal definition of the PWM is therefore in place, and provided

below (adapted from Rahmann et al. (2003)).

Let A be a finite alphabet with cardinality |A| (|A| = 4 for DNA and RNA).

If Ak represents the space of all string of k symbols from A, a PWM M is a prob-

ability distribution over all of the sequence positions i of Ak. More specifically,

M is an |A| × k matrix where each column vector Mi represents the weights mi,j

(nucleotide j at sequence position i) for a multinomial distribution, i.e. Mi,j are

nonnegative such that (ΣieAAi = 1).

M is thought of as a generative model for sequences from Ak such that symbol

s at each position i is generated independently according to the multinomial

distribution parametrised by Mi. The probability PM(S) of a sequence S from

Ak being generated by M is PM(S) =
∏k

i=1Mi,Si . M is in other words a product

multinomial distribution over Ak. The probability PM(S) score is often used as

the match score. The NestedMICA suite motif scanning algorithm which I have

used, provided in the program nmscan (Down and Hubbard, 2005), transforms

the scores to bit scores and transforms them such that maximum score reported

is 0 (Function 1.1).

W (S, p) =

|W |∏
i=1

Wi(Sp+i−1) (1.1)

In brief, the PWM is a model for gapless position-specific probability distri-

butions of nucleotides which assumes independence of nucleotide positions (Rah-

mann et al., 2003). Departures of the position independence assumption have
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been reported in the form of variable length linkers, interdependencies between

nucleotides at different binding site positions (Badis et al., 2009; Benos et al.,

2002a; Bulyk et al., 2002), and compensatory mutations that maintain the bind-

ing energy and function of binding sites (Mustonen et al., 2008). More complex

probabilistic motif models based on for instance Bayesian (Barash et al., 2003;

Ben-Gal et al., 2005) and Markov networks (Sharon et al., 2008) have been de-

veloped to fit these observations. With the exception of the newest DNA–protein

interaction assays which provide direct binding energy measurements of a protein

with a large spectrum of different DNA binding sites (Berger et al., 2006; Maerkl

and Quake, 2007b), parameter estimation of motif models more complex than

the PWM is hard with often scarce biological data. The PWM therefore remains

the model of choice for most large scale motif inference tools; it is intuitive to

interpret as a sequence logo (Schneider and Stephens, 1990) and retains more

of the information contained in binding site patterns than sequence word based

models (Osada et al., 2004).

1.3 Computational methodology

Several lines of the work I describe in the later chapters builds on previously

described computational frameworks, the most important of which I will sum-

marise below. Firstly, Hidden Markov models are used for modelling sequential

data (described in Section 1.3.1, applied in Chapter 2 for inferring motif family

models). Secondly, the nested sampling Monte Carlo method used for drawing

samples from complex probability distributions that are not analytically tractable

(described in Section 1.3.2, applied in Chapters 2 and 3). Thirdly, random forest

classification is applied in Chapters 4 and 5 for the supervised machine learning

task of predicting TF domain labels for regulatory motifs (Section 1.3.4).

1.3.1 Hidden Markov Models in motif inference

A Hidden Markov Model (HMM) is a model for sequential signals. It is a stochas-

tic finite automaton consisting of finite number of states. Each state has an asso-

ciated probability distribution, and the distribution is typically multidimensional
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(Dogruel, 2008). The HMM was originally developed and described in a series

of papers by Baum et al. (Baum, 1972; Baum and Petrie, 1966; Baum et al.,

1970; Baum and Eagon, 1967; Baum and Sell, 1968), and it quickly developed

into a popular model in speech recognition (Baker, 1975). Applications to biolog-

ical pattern recognition problems from data such as protein and DNA sequence

arrived much later, sparked by several widely circulated papers from Haussler

and others (Brown et al., 1993; Krogh et al., 1994). In these papers HMMs were

described as a superset of the profile multiple alignment methods which were al-

ready commonly used in modelling protein sequence. Indeed, HMM profile based

protein domain families computed with tools such as HMMER (Eddy, 1998) and

stored in databases such as Pfam (Finn et al., 2010; Sonnhammer et al., 1997) and

SUPERFAMILY (Wilson et al., 2009) are perhaps the most ubiquitous biological

application of HMMs in computational biology, in addition to other common uses

such as gene finding (Stanke and Waack, 2003). The HMM is also a commonly

used formalism in regulatory motif inference problems. Firstly however let us

arrive at a formal definition of an HMM and some of the common terminology

used in connection to them.

For an observable sequence O = O1O2 . . . OT emitted by HMM λ, each of

its observables (symbols) is said to be emitted by a sequence of T hidden states

from a finite set of N hidden states S = S1, S2, . . . , SN . As described by Rabiner

(1989), the model is parameterised by three types of parameters:

1) The transition probability distribution Aij (Equation 1.2)

aij = P [qt+1 = Sj|qt = Si], 1 ≤ i, j ≤ N (1.2)

HMMs are often depicted as a diagram with directed, weighted edges showing

transitions aij between nodes representing states. The missing edges between

states correspond to transitions with probability 0 (see Figures 1.5 and 1.6).

2) The observable emission probability distribution B = bj(k) (Equation 1.3)

bj(k) = P [vk at t|qt = Sj]1 ≤ j ≤ N ∩ 1 ≤ k ≤M. (1.3)
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3) The initial state distribution π = πi (Equation 1.4)

πi = P [q1 = Si], 1 ≤ j ≤ Nand1 ≤ k ≤M. (1.4)

A HMM can be used to solve several types of problems in relation to the

observable sequence and the hidden state path, the three most common of which

are:

1. Given a sequence of observations O = O1O2 . . . OT and a HMM λ =

(A,B, π), compute the probability of the observation sequence, given the

model λ, that is, P (O|λ). Computing P (O|λ) involves integrating the pos-

sible state paths through the model with their likelihood (also known as the

forward algorithm).

2. Given a sequence of observations O = O1O2 . . . OT and λ, how do we find

the most likely hidden state path Q = q1q2 . . . qT (the ‘Viterbi path’) that

generates (‘explains’) a sequence of observables. The algorithm that solves

this problem is known as Viterbi decoding.

3. Adjusting λ parameters (A,B, π) such as to maximise P (O|λ).

My work with the motif family model estimation problem has involved working

on the first of the three above problems: defining a likelihood function over the

sequence of nucleotide sequence motif columns and expressing it as an HMM

forward algorithm. This work is described in more detail in Chapter 2, and its

applications into motif inference and motif classification are described in Chapters

3 and 4.

Motif inference algorithms are also often expressed with an HMM model.

The most common such sequence model, used for example in MEME (Bailey

and Elkan, 1994), is the zero-or-one occurrences per sequence model, or ZOOPS

(Figure 1.5). The common feature of the sequence models used in probabilistic

motif inference algorithms is that they express biological sequence (e.g. DNA) as

a string of symbols emitted by a series of emissions from a background model and

a sequence motif. The background state generates the ‘un-interesting’ symbols
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in the analysed sequence (the non-motif containing positions, which in most pro-

moter analysis problems constitute the bulk of the sequence). The ‘interesting’

states are the overrepresented motifs, which are parameterised most commonly

as a position weight matrix (PWMs described in Section 1.2.1).

start end

background background

1 2 3 4

motif 1

Figure 1.5: The zero-or-one occurrences per sequence–motif model (ZOOPS).

The sequence HMM used in the NestedMICA motif inference algorithm (Down

and Hubbard, 2005) which I have also expanded as part of my project is slightly

more complex, allowing multiple motifs to be modelled simultaneously. An ex-

ample of these ‘multiple-uncounted sequence-motif mixture models’ (MUSMM)

are shown in Figure 1.6.

The important improvement of the MUSMM model over the ZOOPS model

is that it allows simultaneous motif learning from sequence data. In other words

parameter estimation of each of the motifs is not done in iterations of learning

a motif, masking its putative hit positions from the sequence, before repeating
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motif 1

1 2 3 4

1 2 3

background

start

end

motif 2

Figure 1.6: The multiple-uncounted sequence-motif mixture model (MUSMM).
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the parameter estimation for the next, less strong motif. A greedy motif learning

that requires repeated masking of sequence will incur an unpredictable sensitivity

drop when multiple motifs are inferred: less and less sequence which is masked

based on previously predicted is available for subsequent iterations. As I will

show in Chapter 2, the metamotif inference framework I have developed also uses

an analogous design to the NestedMICA algorithm to allow multiple metamotifs

to be inferred simultaneously, with what I call the multiple-uncounted motif–

metamotif mixture model, or MUMMM.

1.3.2 Nested sampling

Inference of parameters for Bayesian probabilistic models is often difficult, par-

ticularly for high dimensional models that are common in biology. Analytical

solutions are almost always intractable. Most commonly approximate solutions

are estimated using different Monte Carlo (MC) sampling techniques. I will below

describe a state-of-the-art MC method, called nested sampling. Nested sampling

is an MC technique originally introduced by Skilling (2004), and it is used in the

metamotif inference algorithm I discuss in Chapter 2, as well as the NestedMICA

motif inference algorithm which I expand in Chapter 3, and use for a large motif

inference problem in Chapter 5.

As described by Dogruel et al. (2008), nested sampling is a MC method applied

to an ensemble of e solutions (e typically ranges in hundreds to thousands). A

nested sampler is firstly initialised with samples drawn from the prior distribution

of states. After sampling, states are sorted by their likelihood and the member

with lowest likelihood is removed from ensemble and replaced with a new sample,

with the constraint that the new state has a higher likelihood than the removed

state (Figure 1.7).

Samples are drawn from the prior distribution subject to the constraint that

the likelihood of the new state must exceed that of the discarded state. This is

done initially with rejection sampling (von Neumann, 1951), but after a certain

number of iterations (the number of which is decided dynamically by measur-

ing the rejection rate of the proposals), new samples begin to be generated with

MCMC moves from other members of the ensemble because simple rejection sam-
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Figure 1.7: The likelihood contour. Lowest likelihood state is removed and a new
state sampled on every iteration.
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pling from prior with this increasing constraint becomes progressively ‘harder’ as

the minimum likelihood threshold increases. As the sampling progresses through

repeated iterations (typically in the range in tens to hundreds of thousands of

iterations), more and more prior mass is excluded and the sampler reaches higher

likelihood regions of the space. This is in a way analogous to simulated annealing,

except progress occurs automatically without applying a temperature gradient to

‘heat’ or ‘cool’ the process (assuming that there are no complete plateaus in the

space). Notably, nested sampling has demonstrated good performance in avoiding

strictly local optima (Mukherjee and Parkinson, 2006; Shaw et al., 2007; Vegetti

and Koopmans, 2009), unlike for instance Gibbs sampling which is a common

MC strategy in motif inference. The fraction of prior mass removed from consid-

eration at step t tends towards Wt (Equation 1.5).

Wt =
1

e
(

e

e+ 1
)t (1.5)

A particular strength of the nested sampling technique is that it allows direct

estimation of the Bayesian evidence of the model, something which Monte Carlo

methods do not traditionally do. Assuming that the likelihood of states removed

at step t is approximately equal at Lt, the Bayesian evidence Z of the model can

be estimated as described in Equation 1.6.

Z = Σ∞t=1WtLt (1.6)

The estimate of Z becomes progressively more accurate as sampling pro-

gresses, and indeed Z can be used for comparing models (motif set models derived

with different input parameters for instance can be assessed by their Bayesian ev-

idence). Furthermore, change in the evidence estimate Zt (evidence at step t) is

the criterion used for terminating the sampling (Equation 1.7). This same crite-

rion is used with the DNA, protein and metamotif samplers in the NestedMICA

suite (Dogruel et al., 2008; Down and Hubbard, 2005; Piipari et al., 2010a).

1

Zt
Lt(

e

e+ 1
)t < 0.01 (1.7)
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1.3.3 The NestedMICA algorithm

NestedMICA applies nested sampling to motif inference, using an independent

component analysis (Comon, 1994) like formulation of the motif inference prob-

lem: input sequences are modelled as a mixture of a number of independent motif

signals and random noise (the background model). As described by Down and

Hubbard (2005), in linear ICA, a matrix of observations X is approximated as a

linear mixture A of some sources s and a noise matrix ν:

x = As+ ν (1.8)

The noise matrix ν represents errors in the linear approximation. A commonly

described example application of ICA is the “cocktail party problem”: a set of M

microphones record different mixtures of the voices of N speakers. Given samples

from these microphones at t time points, ICA methods attempt to factorize the

M×t observation matrix into an N×t source matrix and an M×N mixing matrix.

One can map the motif inference problem to an independent component analysis

like formulation where the observations are a series of nucleotide strings, the

sources are short sequence motifs, and a sequence background model represents

the random noise. The mixing operation in motif ICA however is not simply a

matrix multiplication.

The simplest mixing operation, and the one used by default, is simply a

binary weighting: a motif has either a zero or ‘full’ weight in contributing to

the likelihood of a sequence. That means that the mixing matrix (depicted in

Figure 1.8) informs for each motif and sequence pair if a motif is expected to be

a match in the sequence, according to a MUSMM-like sequence mixture model

(Figure 1.6, where there are two motifs in the sequence with a nonzero weight).

More complex mixing matrices, such as logistic function based weighting, are also

included in the NestedMICA suite.

The model parameters – the motifs and the mixing matrix which describes

pairing of motifs to sequences – are estimated with the nested sampling strategy

(Section 1.3.2). Nested sampling allows inference to be made without heuristics

to provide local starting points for motif search. Similarly, repeated runs of the

algorithm are unnecessary, unlike with the commonly used Gibbs sampling Smith
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(1987) based motif inference algorithms pioneered by Lawrence et al. (1993), or

greedy expectation maximization (Dempster et al., 1977) based algorithms such

as MEME (Bailey and Elkan, 1995; Bailey et al., 2006). A schematic of the motif

ICA and nested sampling, is provided in Figure 1.8.
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Figure 1.8: The NestedMICA model components: the motif set and the mixing
matrix. An ensemble of three states is shown (states labelled 1,2,3).

A realistic model of the genomic sequence is also a key consideration with

motif inference algorithms. The sequence background model in these algorithms

is commonly modelled with a stationary Markov chain, and therefore depending

on the order of the Markov chain it is parameterised simply by the nucleotide,

dinucleotide, . . . frequencies of the sequence. Real promoter sequence however is

not uniform, and instead contains, for instance, discrete regions of GC-richness

and AT-richness. NestedMICA uses a sequence background model that allows

for compositionally distinct regions, for example the variation in GC content

that is known to occur on multiple scales (FitzGerald et al., 2006; Thompson and

Rouchka, 2003). In addition to simply varying GC content, dinucleotide content

can also be used to subdivide promoters according to their CpG content to two

groups: those with exceptionally high frequency of CpG dinucleotide content,
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and those with average genomic CpG content (Saxonov et al., 2006). Other re-

gional biases in di-, tri- and tetranucleotides have also been described (Burge

et al., 1992). The NestedMICA background model is referred to as mosaic to

highlight its capability to describe sequence as a mixture of multiple generative

processes (Markov chains). Use of multiple Markov chains, or ‘classes’, that are

weighted per sequence position, improves the capacity of the background to de-

scribe compositional biases and is a considerably less complex model than higher

order Markov chain backgrounds which are commonly used in motif inference

algorithms.

A recently published motif inference algorithm BayesMD, which similarly as

NestedMICA applies a Monte Carlo sampling method that is resilient to lo-

cal maxima (parallel tempering, Gregory (2005)), and a sequence background

model related to NestedMICA but trained from a larger selection of noncod-

ing sequences, improves sensitivity over MEME, Align-ACE, MDScan, and also

against NestedMICA in most benchmarks (Tang et al., 2008).

NestedMICA has been implemented in the Java programming language in

a modular fashion where the definition of the model and the nested sampling

framework are separate. As I will show in Chapter 2, this has made it possible

to replace the NestedMICA motif model (the PWM) with a different space of

models, and to therefore allow applying the nested sampling algorithm in the

space of motif family models I have termed ‘metamotifs’. Furthermore, using

existing nested sampling framework has also had the benefit of high runtime per-

formance and scalability: the original NestedMICA algorithm and my variants of

it make use of multiple CPUs when available, and the computational load can be

distributed over multiple computers, scaling to up to 40 CPU cores (unpublished

data).

1.3.4 Random forest classification

Supervised machine learning techniques aim to build a function based on input

training data to predict the state of a response variable (the output). The re-

sponse can be either continuous, at which case the procedure is called regression,

or discrete, at which case the procedure is called classification. The function
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should fit the training closely, but it should also generalise to other unseen data

(Bhaskar et al., 2006). A compromise therefore needs to be made between a

function which memorises the feature value combinations from training data but

is incapable of generalising it to new input (an effect often referred to as ‘over-

fitting’), and one which generalises but is not necessarily able to fit all the train-

ing examples (training error). In Chapter 4 I use a supervised machine learning

technique called random forest classification to learn the mapping from a motif

(PWM) to the likely DNA binding domain which binds it.

A random forest is an ensemble machine learning technique, meaning that

the classification function itself is a function of a number of independent classifier

functions. The technique can be applied to either regression or classification, but

we will concentrate on random forest classification, as regression techniques were

not used in this work. According to Breiman (2001b), random forests follow in

the line of three types of ensemble classification techniques noted below, all acting

on ensembles of classification trees. Any of the three methods noted below are

also sometimes confusingly referred to as a type of random forest.

1. “Random subspace” methods, where randomness is applied to subsets of

features to use to grow trees (Ho, 1998).

2. Bagging methods, where randomness is applied to the choice of training

data examples used to grow classification trees (Breiman, 1996).

3. A method where the splits made at tree nodes are made randomly according

to voting (Dietterich, 1998).

The common factor between all of the above methods is that for the kth

classification tree, a random vector θk is generated independent of past vectors

θ1, . . . , θk−1 but with the same distribution (i.i.d.); A tree is grown using the

training set (or its subset) and θk, resulting in a classifier h(x, θk) where x is

an input vector. The nature of θ varies between the different tree construction

methods. For instance, in bagging it can thought to be generated as the counts

in N boxes resulting from N darts thrown at random at the boxes, where N is

number of examples in the training set.
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In Breiman’s random forest, each θk is trained from random selection of fea-

tures from a subset xk of bootstrapped examples in x (Equation 1.9) (Breiman,

2001b). Each xk are taken from roughly two thirds of the examples, and the rest

are used for the so-called out-of-bag error estimates (see below).

{h(x, θk), k = 1, ...} (1.9)

The set of i.i.d. random vectors noted above are noted as θk. In a classifica-

tion problem, a random forest is a collection of decision tree predictors, and the

response value is simply chosen by popular vote for the most popular label from

the ensemble of k trees (the ensemble is referred to as a ‘forest’). The relative

frequency at which the winning vote was made in the ensemble gives a confidence

estimate for the decision. In regression the response value is the average of the

response values in the forest.

A random forest classification has a number of attractive properties as a

generic supervised machine learning framework:

1. An unbiased generalisation error estimate is made without the need for

separate cross validation. This is achieved by leaving approximately one

third of the training data x out from the bootstrapped examples xk and

they are labelled with the kth classification tree. The error rate of this

classification is the out-of-bag (oob) prediction error rate.

2. Its generalisation error tends to perform comparably to SVMs (Meyer et al.,

2003) and favourably to related ensemble methods such as Adaboost (Fre-

und and Schapire, 1996) or bagging.

3. It is naturally suited for multiclass problems (such as the motif domain

labelling problem in Chapter 4), and provides a confidence estimate for the

classification decisions regardless of the dimensionality of the class variable.

4. It is simple to understand, and provides insight into the importance of dif-

ferent classifier features (several kinds of proximity measures of training

examples can also be computed). This is in contrast with kernel methods

whereby variable importances are not straightforward to derive or inter-

pret when one needs to resort to nonlinear kernel functions (usually for
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improved classification performance), or multiclass classification. The vari-

able importance measure in Breiman’s randomForest package (Liaw and

Wiener, 2002) which I use in my project is based on permutation testing:

for each tree, all values of themth predictor variable are permuted, classifica-

tion is made, and internal error rate computed as normally. The difference

between correct (unpermuted) and incorrect (permuted) classifications is

then computed and averaged over all trees, and normalised by the standard

error. The margin is defined as the proportion of votes for true class minus

maximum proportion of each of the other classes.

5. Although several adjustable input parameters are made available, only one

is generally adjusted (mtry, which denotes the number of variables randomly

sampled as candidates at each split), values of which the classification is

also often robust to (Breiman, 2001a; Liaw and Wiener, 2002). This is in

contrast with kernel method based classification, where a grid search of

kernel function parameters is always necessary.

1.4 Biological datasets and resources

The most important biological datasets and resources which I have made use of

during the course of my project are introduced below. Additional resources used

in individual analyses are described in later chapters.

1.4.1 Ensembl

Ensembl is an open access database which provides access to eukaryotic genome

sequence and annotation (Birney et al., 2004; Hubbard et al., 2009). Originally

developed for analysis of the human genome, the current release 58 now contains

49 annotated eukaryotic genomes. The genome annotations provided by Ensembl

are a key resource for large scale regulatory motif inference studies. For instance,

all promoter sequences used for predicting motifs in my project have been cho-

sen dependant on the transcription start site predictions provided by Ensembl.

The resulting promoter regions are therefore a result of a combination of com-

putational predictions and manual curation. Similarly, masking protein coding
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sequences and sequence repeats is made possible by annotations retrieved from

Ensembl.

In addition to the web site at http://www.ensembl.org, Ensembl offers pro-

grammatic access with a publicly supported Perl API (Stabenau et al., 2004).

Several other language specific APIs unsupported by the Ensembl project have

also surfaced, including Ensembl Core for Ruby 1 and biojava-ensembl 2. Both

of the above unsupported libraries proved useful in my work, and in the course

of my project I in fact developed simple Ensembl database backed tools on top

of biojava-ensembl for regulatory motif inference oriented tasks, which in turn

were used in all of the peer-reviewed, published work which I have taken part in

(Lewis et al., 2009; Piipari et al., 2011, 2010a,b), and Murray et al. (in press).

See Section 5.2.1 and Appendices A, B for more detail.

1.4.2 Regulatory motif databases

Experimentally determined regulatory motifs have been another key resource in

my work, both with motif family classification (Chapter 4) and validation of de

novo inferred motifs (Chapter 5). The different TFBS motif databases I have

resorted to in my work, and the rationale for choosing the individual datasets for

analyses, are summarised below.

The regulatory genomics community suffers at the moment from the absence

of a single authoritative database, data format, or minimal publishable require-

ments for distributing experimentally validated regulatory motifs or associated

metadata (e.g. species information, experimental method). This is in notable

contrast to for instance sequence, protein structure, or gene expression microar-

ray data, each data type of which is generally required to be made available in a

public database upon publication in a peer reviewed journal. TFBS motif data is

scattered between individual publications, several databases in different partially

overlapping subsets, and the standard of data and curation quality varies.

1http://www.github.com/jandot/ensembl
2http://www.derkholm.net/svn/repos/biojava-ensembl
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1.4.2.1 TRANSFAC

Currently the largest single dataset of eukaryotic TFBS motifs is contained in

the TRANSFAC database, which is a commercial, curated database of eukary-

otic gene regulation maintained by BIOBASE Ltd (Matys et al., 2006; Wingender

et al., 2001). TRANSFAC contains a curated set of TFs, known TF–target gene

regulatory relationships, and TFBS motifs as position frequency matrices (PFM).

Most of the TFBS data stored in TRANSFAC originates from individual small-

scale studies, including electrophoretic mobility shift assays (Fried and Crothers,

1981b; Garner and Revzin, 1981), DNase I foot-printing (Brenowitz et al., 1986),

immunoprecipitation (Hecht and Grunstein, 1999) and some from higher through-

put approaches such as in vitro selection (SELEX) (Oliphant et al., 1989). The

more recently released TRANSFAC versions have begun expanding the database

with ChIP-seq and various other HT methodologies discussed in Section 1.1.2.

TRANSFAC also defines its own structural taxonomy for classifying TF mo-

tifs by the structural class and family of binding TF. The structural taxonomy

is largely similar on the level of TF domain families to the taxonomy used in the

JASPAR database (Section 1.4.2.2), but the coarser level of the hierarchy (‘su-

perfamilies’ in the TRANSFAC terminology, ‘structural classes’ in the JASPAR

terminology) differs both in the divisions of TF domains and the terminology

used.

The species covered by TRANSFAC are primarily vertebrates. Other animal

TFs, as well as some plant and fungal TFs are included but in smaller scale. For

instance, the database release 12.2, which my analysis in Chapter 4 is based on,

contains a mere 38 motifs annotated with the species S. cerevisiae, and the same

number of motifs for Arabidopsis thaliana, 68 for D. melanogaster, but 409 for

mouse and 455 annotated with H. sapiens.

Due to the license fee associated with TRANSFAC, and its closed nature,

an open access alternative to TRANSFAC could be beneficial for the research

community. Attempts have been made to create alternatives, the most interesting

being perhaps ORegAnno (Griffith et al., 2008), which is a community curation

based database of transcriptional regulation. The ORegAnno dataset however

has unfortunately not progressed to a form that is usable for most researchers.
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The JASPAR database (Section 1.4.2.2), which similarly to TRANSFAC relies

on a dedicated team of curators, has perhaps the best potential in providing an

alternative to TRANSFAC’s collection of TFBS motifs.

I made use of TRANSFAC motifs for the motif domain family classification

analysis conducted in Chapter 4 primarily because it allowed a direct comparison

to previous motif classification methods MotifPrototyper (Xing and Karp, 2004)

and SMLR (Narlikar and Hartemink, 2006), and because at the time it contained

a considerably larger training and cross-validation dataset than the open-access

alternative JASPAR: TRANSFAC 12.2 contained 848 structurally classified mo-

tifs (Wingender, 2008) versus a total of 138 in JASPAR 2008 (Bryne et al., 2008).

In Chapter 5 I however describe more recent work where I built a motif family

classifier based on the most recent JASPAR release, which has been expanded to

include for instance many of the high-throughput datasets noted in Section 1.1.2.

1.4.2.2 JASPAR

JASPAR is another commonly used database of TFBS motifs (Bryne et al., 2008;

Portales-Casamar et al., 2010; Sandelin et al., 2004). JASPAR distinguishes itself

from TRANSFAC in several important aspects:

1. The structural terminology of TF domains, which covers most of its motifs,

differs from that of TRANSFAC. JASPAR uses a two-level DNA binding

structural mode taxonomy introduced by Luscombe et al. (2000). This

classification terminology extends an earlier taxonomy created by Harrison

(1991) on a smaller number of crystal structures. The Luscombe et al.

(2000) taxonomy describes ‘classes’ and ‘families’ for TFs. Classes are de-

fined by a manual, visual comparison of structures and families by a com-

putational clustering of the domain structures with the SSAP secondary

structure alignment algorithm (Orengo and Taylor, 1996). The taxonomy

in TRANSFAC extends to more detailed levels, but past the class and

family-like levels appears to be defined on a rather ad hoc basis by the

TRANSFAC curators based on the terminology introduced in literature.

2. The data is open access, and its curation is of high quality. Key annota-

tions such as species, experimental method and primary publications which
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describe the data in the database are included almost with no exceptions,

unlike TRANSFAC, where for instance only 490 of the 848 records contain

a reference to a peer reviewed publication.

3. JASPAR, unlike TRANSFAC, is a non-redundant database, and aims to

cover different kingdoms of life with separate non-redundant datasets (cur-

rently for mammals, insects, fungi and plants are covered). This is an

important effort because of the lineage specific expansion of TF domains

(Wilson et al., 2008a): TF domains utilised preferentially by different king-

doms of life differ substantially (discussed in 1.1.2).

4. JASPAR 2010 contains a near to complete non-redundant motif dataset

of 177 S. cerevisiae motifs, compared to only 38 S. cerevisiae motifs in

TRANSFAC 12.2 which emphasises vertebrate genomes.

I used the JASPAR database in Chapter 5 to train a motif family classifier

to assess computationally inferred S. cerevisiae motifs most importantly because

of the last two points above; for an accurate organism specific classifier it is

important to have a good coverage of the TF domains that are specific to the

lineage being studied. For instance, there are 47 known TFs with the fungal

specific zinc cluster domain (Macpherson et al., 2006) in the S. cerevisiae genome

out of the total 99 S. cerevisiae zinc finger motifs. TRANSFAC 12.2 includes

motifs for only 9 of them, whereas JASPAR 2010 contains 38.

1.4.2.3 UniPROBE

UniPROBE (Universal PBM Resource for Oligonucleotide Binding Evaluation) is,

as the name suggests, a database containing protein binding microarray derived

motifs. At the time of writing, the database included motifs for 391 proteins from

eight different studies, originating from affinity tagged TFs from human (Berger

et al., 2006; Scharer et al., 2009), mouse (Badis et al., 2009; Berger et al., 2008),

C. elegans (Grove et al., 2009), budding yeast (Zhu et al., 2009), the parasites

Malaria falciparum and Cryptosporidium parvum (Silva et al., 2008), as well as

the Gram-negative bacterium Vibrio harveyi (Pompeani et al., 2008). Its focus

is simply to provide a repository for downloading and searching raw PBM data,
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and PWM models derived from the data with the Seed-and-wobble algorithm

(Berger et al., 2006). It does not attempt to provide a rich annotated reference

database of TFBS motifs, like JASPAR or TRANSFAC. I have used two motif

datasets from the UniPROBE database:

1. The 168 mouse homeodomain TF motifs by Berger et al. (2008). This

dataset is one of the two high-throughput studies published in 2008 of the

developmentally important homeodomain TFs, in addition to the bacterial

one-hybrid dataset of D. melanogaster homeodomain TFs (Noyes et al.,

2008a). The Berger et al. (2008) dataset covers 65% of the 260 known

homeodomain proteins in the mouse genome. I apply both of the above

mentioned homeodomain datasets in Chapter 4 for evaluating the capacity

of the metamatti classifier in distinguishing homeodomain motifs from

members of five other common TF domain families.

2. The 89 S. cerevisiae TF motifs (Zhu et al., 2009). This study provides the

largest protein–DNA interaction dataset recovered with a single method-

ology, and it is therefore a convenient comparison dataset for comparing

ab initio predicted regulatory motifs with. The slightly larger study by

Berger et al. (2008) covers 112 yeast TFs, with a combination of different

high-throughput methods.
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1.5 Contributions of this thesis

My goal in this dissertation is to, firstly, present a new probabilistic model for

familial relationships between regulatory motifs (Chapter 2). I then apply this

familial motif model to sensitively infer motifs from novel sequence (Chapter

3), and to predict the DNA binding domain responsible for binding different

regulatory motifs (Chapter 4).

Finally, I conduct a de novo motif inference study of the budding yeast genome

to infer a large regulatory motif set from its promoters with a number of commonly

used motif inference tools (Chapter 5). This is done primarily to assess the ability

of the different motif inference tools to discover motifs that are consistent with

previously known motifs from this particularly well studied eukaryotic regulatory

genome.

37



Chapter 2

Metamotifs - a generative model

for building families of nucleotide

position weight matrices

2.1 Background

1 A fundamental difficulty in studying DNA specificity of TFs is the absence of a

simple, universal recognition code from the protein sequence or tertiary structure

of the TF to its DNA recognition motif (Smith, 1998). Comparative studies of

TF domains and their crystal structures with bound DNA have shown certain

recurring rules for protein-DNA interactions (Jones et al., 1999; Kono and Sarai,

1999; Nadassy et al., 1999), for instance commonly occurring hydrogen bond

mediated interactions between the base guanine, and arginine, lysine, histidine or

serine residuess (Luscombe and Thornton, 2002). However, the stronger patterns

predictive of DNA specificity of proteins are highly TF domain family specific

(Kono and Sarai, 1999; Luscombe and Thornton, 2002). That these interactions

are domain specific, and sometimes non-additive (Badis et al., 2009; Benos et al.,

1This chapter, and the two following two, were partly published in BMC Bioinformatics
(Piipari et al., 2010a), by the author of this PhD thesis (MP), Dr. Thomas Down (TD), and
my thesis supervisor Dr. Tim Hubbard (TH). Authors’ contributions are as follows: TH, TD
and MP conceived the work, MP developed the software, performed the tests and wrote the
manuscript.
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2002a), should not come as a surprise; protein and DNA interactions form a

dynamic three dimensional network of contacts between the protein residues,

the DNA sugar–phosphate backbone, bases and water residues in the binding

interface (Luscombe and Thornton, 2002). Substantial conformational changes

of both the protein and the DNA also often occur upon binding (Kim, 1995;

Percipalle et al., 1995).

Even though a universal recognition code of protein DNA binding is unlikely

to surface, familial patterns of DNA binding specificity can still be made use of to

provide biological insight about newly presented data. The interaction rules of the

DNA-binding residues are understood well in the case of some extensively studied

domains like Cys2His2 zinc fingers (Wolfe et al., 2000). The DNA specificity of

a Cys2His2 domain can be predicted based on sequence (Benos et al., 2002b;

Kaplan et al., 2005; Mandel-Gutfreund et al., 2001; Persikov et al., 2008), and

altogether new transcription factors can be engineered by mutating the DNA

binding residues (Pabo et al., 2001). More interestingly from the point of view

of my work, however, familial patterns of DNA specificity can be taken to infer

TFBS motifs from genomic sequence with greater sensitivity. Several algorithms

have been designed that take into account previous knowledge of TF domain DNA

specificity to find motifs which fit familial patterns, or to label newly discovered

motifs to TF families with classification methods (Narlikar et al., 2006; Sandelin

and Wasserman, 2004; Xing and Karp, 2004).

2.1.1 Previous work on motif family models

The most widely applicable model for short regulatory motifs is the position

weight matrix, or PWM (see Section 1.2.1), originally introduced by Stormo

et al. (1982). Methods have been developed for comparing and clustering PWMs.

The earliest such methods were made for protein domain model comparison

(Pietrokovski, 1996). In the case of DNA motifs, clustering can be used to in-

fer information about possible function of de novo predicted motifs, such as to

find clusters of closely related motifs to known data. Although DNA binding

domains vary widely, familial tendencies exist in DNA sequence motifs that are

predictive of the family of transcription factors which bind them (Narlikar et al.,
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2006; Narlikar and Hartemink, 2006). This makes clustering useful for inferring

potential binding partners for discovered motifs of interest.

Familial binding profiles (FBP) offer perhaps the earliest solution for sum-

marising familial patterns in nucleotide PWMs (Sandelin and Wasserman, 2004).

FBPs are weighted averages of aligned sets of motifs. All motif pairs in the set are

aligned with a variant of the Needleman & Wunsch global alignment algorithm

(Needleman and Wunsch, 1970), using the score defined in Equation 2.1 to min-

imise the sum of squared deviations between the aligned motif columns amongst

a familial alignment of PWMs, allowing for a single gap (with a stringent but

arbitrarily chosen gap opening penalty). The significance of scores is measured

with an empirical distribution of motif pair scores derived from shuffled motifs

of the same length (Sandelin and Wasserman, 2004). Motifs are then added to a

multiple alignment in the order of decreasing significance, and finally the motif

columns are averaged, with contribution of each motif V weighted according to

wV = 1 − pv, where pv is the average of p-values of motif V with all the other

motifs.

S = 2−
∑

b∈{A,C,G,T}

(Mb −Nb)
2 (2.1)

FBPs for 11 metazoan transcription factor families are made available through

the JASPAR motif database (Portales-Casamar et al., 2010). However, the FBP-

based approach suffers from certain inherent limitations; Firstly it is not a proba-

bilistic method but uses an arbitrary distance metric between motif columns, ne-

cessitating an empirical significance score computation and an arbitrary weighting

of motif contributions to the FBP. Secondly, a global alignment is assumed be-

tween all motif columns, which means that only patterns common to all members

of the family can be reliably modeled in this fashion. Sandelin and Wasserman

(2004) only present FBPs for a small number of metazoan specific groups of DNA

binding domains (11 FBPs, built from a total of 63 closely related motifs). Inci-

dentally, many of the DNA binding domains in these 11 (e.g. ETS, Rel, MADS)

have been classified as ‘highly specific’ to their DNA binding sites already by

Luscombe et al. (2001), meaning that TFs in these families have a closely similar

distribution of binding site specificities (motifs) with little variation.
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More generally, motif comparison methods also suffer from the absence of a

natural distance metric between motifs, although many different metrics have

been proposed for this problem. For instance, a χ2-based distance metric was

found an effective measure by Kielbasa et al. (2005). A metric based on Pear-

son correlations of motif columns was also described in the same publication.

Various other distance metrics were suggested and systematically evaluated in a

study by Mahony et al. (2007), where a sum of squared deviations based metric

was found to be the best single metric. The asymptotic covariance between hits

of two motifs in an infinitely long sequence parameterised by its nucleotide con-

tent has also been applied as a distance measure (Pape et al., 2008). The most

recent motif distance metric and clustering methods are probabilistic and draw

special attention to the uncertainty in motif comparison and the importance of

high-information columns in measuring distances of sequence motifs: a Bayesian

probability distance metric between motif columns (Habib et al., 2008) and a

fuzzy integral based metric (Garcia et al., 2009). In this work I also explore a

probabilistic solution for comparing motifs. Unlike any of the above motif-to-

motif distance work, I however do not apply the developed method to a motif

clustering problem. Instead, I attempt to solve the supervised learning problem

of classifying motifs to their TF domain families probabilistically (Chapter 4).

Classification based learning can be arguably more informative when predicting

the likely function of motifs. This is because assigning a motif to a motif family

has an associated uncertainty. Therefore finding closely similar known motifs by

clustering does not always allow precise conclusions to be made regarding the

binding partner of a discovered motif.

Supervised learning strategies have been applied to classify motifs and infer

motifs similar to previously known motifs from novel sequences. Self-organising

maps (Kohonen and Somervuo, 2002) have been applied for classification of bind-

ing sites for the purposes of semi-supervised motif inference in the SOMBRERO

algorithm (Mahony et al., 2005a). Other notable methods include a Sparse Multi-

nomial Regression (SMLR) based binding site sequence classification described

in Narlikar and Hartemink (2006), and an application of this method to motif in-

ference; The motif inference program PRIORITY assigns an SMLR-derived prior

probability for each sequence position for its potential to fit a motif of a given

41



transcription factor family (Narlikar et al., 2006).

I present here a probabilistic model for describing motif families and measur-

ing relatedness of sequence motifs – the metamotif. Metamotifs can be used to

summarise gapless alignments of motifs of a given length, similar to an FBP. In

contrast to the FBP framework introduced by Sandelin and Wasserman (2004),

I do not model the recurring patterns found amongst a related set of motifs

necessarily as a single motif alignment. Furthermore, the metamotif includes a

vector of column wise mean nucleotide weights, as well as a variance parameter

for each column. Variance is not modelled for example by the FBP or other

non-probabilistic methods. Inclusion of motif column variances as part of the

model makes it unnecessary to derive empirical significance estimates of motif

similarity. In this respect a metamotif is similar to the hierarchical profile hidden

Markov–Dirichlet multinomial model used by MotifPrototyper (Xing and Karp,

2004): both describe familiar prototypes of PWMs that are estimated probabilis-

tically with a sequence of position specific probability distributions and can yield

a Bayesian prior on the weight matrix columns (a ‘structural prior’ for the weight

matrices in the terminology used by Xing and Karp (2004)). In contrast to Mo-

tifPrototyper, however, the metamotif inference algorithm I developed (Section

2.2.4) can account for intra-motif structure such as repeating or palindromic seg-

ments by treating motifs as a series of potentially several metamotif instances (i.e.

learning several prototype patterns rather than only one), and positions emitted

by a background model. In other words, in our framework, not all positions are

generated from a single metamotif, and I additionally model some motif positions

as noise emitted by a background model.

2.2 The metamotif

A metamotif is a generative model for PWM motif columns that can be used to

represent a gapless alignment of position weight matrices. For each PWM position

i (multinomial column) there exists a Dirichlet distribution in the metamotif

column at position i. A metamotif is therefore a parameter configuration for

a product Dirichlet distribution where position i of the motif alignment model

corresponds to parameters αi. More intuitively, consider that in a metamotif,
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nucleotides at all positions have an associated average weight (depicted in Figure

2.1A as the symbol heights) and a variance (the error bars). It is in other words

a probability distribution over PWM motifs of a given length. A metamotif of

length k therefore allows drawing motifs of length k from it (Figure 2.1B), and

querying for the probability of the metamotif being the source distribution for any

motif of the same length. This is analogous to computing a probability score for

a sequence k -mer to measure the probability of the k -mer having been generated

by a PWM.
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Below I first formally define the metamotif (Section 2.2.1) and present a simple

maximum likelihood method for estimating metamotifs from aligned motif data.

In Section 2.2.2 I present a form of visualisation for the metamotif akin the

sequence logo (Schneider and Stephens, 1990), and then expand the use of the

model beyond simply constructing metamotifs from aligned motifs (Section 2.2.4).

This expansion is made possible by a Monte Carlo metamotif inference algorithm

that simultaneously estimates multiple weakly represented metamotifs from a

potentially large set of motifs.

2.2.1 Formulation of the model

A metamotif α is a matrix of L columns, each defining a Dirichlet distribution

over RK where K is the size of the alphabet (Equation 2.2).

α =


α11 . . . α1L

...
...

αK1 . . . αKL

 (2.2)

A motif X = (x1,x2, . . . ,xn) is a set of column vectors over the same alphabet.

The probability of observing the column xi from the metamotif α is given by the

density of the Dirichlet distribution with parameters αi at weights xi (Equation

2.3). The normalising constant B(α) is the multinomial beta function, expressed

in Equation 2.4 via the Gamma function.

P(xi|αi) = Dir(xi;αi) =
1

B(α)

K∏
j=1

x
αij−1
ij (2.3)

B(α) =

∏K
j=1 Γ(αj)

Γ(
∑K

j=1 αj)
(2.4)

The log probability of observing a motif of length L is then given by Equation

2.5.

log P(X|α) =
L∑
i=1

log(Dir(xi;αi)) (2.5)
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To motivate the use of the metamotif we note that the metamotif column αi

can be understood as a combination of the mean nucleotide weights E[xmk] and

precision α0m =
∑K

j=1 αj (Equation 2.6) where m ∈ [1,M ] and k ∈ [1, K] .

E[xij] = αij/α0j (2.6)

2.2.2 Visual representation of the model

The visual representations I developed for the metamotif model are both based

on the sequence logo (Schneider and Stephens, 1990). The metamotif visualisa-

tion was implemented as part of the iMotifs sequence motif visualisation en-

vironment (Piipari et al., 2010b) with Apple’s C-based Quartz API and the

Objective-C based Cocoa drawing APIs. Metamotif model visualisation was

in fact originally implemented in a Java based cross-platform motif visualisa-

tion tool mXplor, which I created as a precursor to iMotifs (available openly

at http://www.github.com/mz2/mxplor). The representation evolved from a

‘fuzzy sequence logo’, where a number of sequence logos are overlaid on top

of each other (Figure 2.2A), to a sequence logo with confidence intervals being

drawn on the motifs (Figure 2.2B). Notably iMotifs supports both the error bar

and fuzzy motif representations.

Both visual forms shown in Figure 2.2 communicate the mean weights E[X|α]

and precision α0 aspects of the metamotif. A sequence logo is drawn for PWM

with nucleotide weights E[X|α]. In the error bar enabled sequence logo in Figure

2.2B the error bars are shown to highlight 95% confidence intervals of nucleotide

weights of the Dirichlet density at αi for each symbol (Figure 2.2B).

2.2.3 Aligning motifs and estimating metamotifs from a

motif multiple alignments

Given that a metamotif is a probability distribution over motifs of length k, it

should be possible to estimate a metamotif from a series of aligned motif columns

of matching length (see for example Figure 2.1B). Indeed, during my project I

firstly designed a simple maximum likelihood metamotif inference algorithm for
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A)

B)

C)

Figure 2.2: Visual representations of metamotifs. A) A ‘fuzzy sequence logo’
representation of a metamotif drawn with mXplor. One hundred samples are
drawn per column, and sequence logos of the resulting PWMs are overlaid with
low opacity on top of each other. The symbols in the sampled PWMs are or-
dered according to the decreasing nucleotide weight of the average weights in the
distribution. B) Metamotif represented by a sequence logo with error bars (5% –
95% confidence intervals are presented with the error bars). C) The confidence
intervals presented for a metamotif, i.e. the ‘height’ of the error bars in (B), can
be configured in iMotifs.
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the purpose. It is described in brief in Figure 2.3.

Firstly, a distance distribution is computed between the input motifs accord-

ing to the column-wise sum of squared differences (SSD) motif distance metric

from Down et al. (2007), which is noted below in Equation 2.7. P and Q are

distributions from the two compared motifs, and ε is an adjustable modifier on

the exponent. When it has the value 1.0, the distance computed is the Cartesian

distance. Similar to Down et al. (2007) I use ε = 2.5.

D(P ||Q) = (
∑
s∈A

(P (s)−Q(s))2)ε/2 (2.7)

When comparing the distance, all possible offsets with at least one overlapping

column are considered between motif pairs (the unmatched columns are treated as

a multinomial distribution with uniform nucleotide weights [0.25, 0.25, 0.25, 0.25]).

Then, beginning from the closest motif pair, motifs are progressively added to

the alignment, one by one in the order of increasing distance to motifs already

present in the alignment. This is analogous to the progressive multiple alignment

strategy used in many protein sequence multiple alignment algorithms (Chenna

et al., 2003; Notredame et al., 2000). The resulting gapless alignment is simply

defined by the offsets and reverse complement operations required to minimise the

distance between the closest pairs (reverse-complementing motifs, i.e. allowing

matches on either strand, is optional). Computing the metamotif is in fact simply

a post-processing step done after aligning motif columns and cutting the motifs to

a fixed length (Step 2 in Figure 2.3): a maximum likelihood Dirichlet distribution

is computed using the Newton iteration method described in Minka (2003) due

to the lack of a closed form solution. The motif set alignment algorithm which

I implemented was also made to allow outputting an average PWM (a familial

binding profile -like construct, see Section 2.1.1), or the alignment as a series of

aligned motifs. All of these output options (a metamotif, an average motif, and

an aligned set of motifs) are also available in iMotifs (Piipari et al., 2010b).
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Figure 2.3: Schematic explaining the MLE metamotif inference algorithm. Firstly
a distance matrix is computed between the motifs (Step 0). Motifs are added
to the alignment in the order of increasing minimal pairwise distance to the
motifs already in the alignment (steps 1a,1b,1c). Note that the motif GATA-2 is
reverse-complemented upon adding it to the alignment. Motif ends are optionally
cut such as to arrive at a motif alignment with no ‘hanging end columns’ (a
minimum number of motifs with a supporting column can be defined to choose
the threshold). A MLE Dirichlet distribution is then estimated for all motif
columns using the method described in Minka (2003).
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2.2.4 Metamotif inference by nested sampling

The metamotif can be seen as a way to summarise a gapless alignment of motifs

of a certain length, to yield a probability distribution of motifs. However, my

goal in designing the metamotif framework was to describe recurring patterns

seen in sequence motif data deposited in public motif databases such as TRANS-

FAC (Matys et al., 2006), JASPAR (Portales-Casamar et al., 2010) or UniPROBE

(Newburger and Bulyk, 2009). Many sequence motif families cannot be described

accurately by global gapless multiple alignments of motifs at a fixed length. Mo-

tifs can for example consist of shorter repetitive signals, such as in the case of

the heat-shock factor (HSF) motifs (Figure 2.4D), or the basic Helix-Loop-Helix

(bHLH) motif family that are completely or partially palindromic due to their

dimeric binding mode (Anthony-Cahill et al., 1992). Inspection of the HSF motif

set shows that a global alignment of its columns does not describe the regularly

spaced five-base repeat that is observed as part of the motifs in opposing orien-

tations (aGAAn / nTTCt) (Kroeger and Morimoto, 1994). Furthermore, even

non-repetitive and non-palindromic motifs present challenges for gapless multiple

alignments: the span of informative columns contributing to familial patterns in

publicly available PWM data is often unclear because of different signal-to-noise

ratios and varying information content criteria used for calling motif ends.

I wanted to develop an inference algorithm that allows simultaneous detec-

tion of n short metamotif signals from a set of motif data, allowing for varying

length for different metamotifs, and optionally free orientation (signal present on

either strand). The metamotif count n is a fixed, user settable parameter to the

algorithm. For metamotif inference problems where n is expected to be large, the

choice for the parameter should be informed by prior information of the motif

set under study, for example clustering of the motifs to estimate a rough number

of recurring motif segments. Each metamotif has a priori an unknown length

between lmin and lmax columns, and is expected to contain one or more matches

in a fraction f of motifs. Motifs in the framework are thought to be generated

by recurring metamotif patterns, each of which is potentially shorter than any

of the motifs, and background positions that model “uninteresting” sections of

the motifs (positions not emitted by any of the metamotifs). The background
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model in the framework is the maximum likelihood (MLE) Dirichlet distribution

estimated from all the motif columns in the input data. It is computed with

the optimisation procedure described in Minka (2003), which is also used in the

simpler MLE metamotif inference algorithm described in Section 2.2.3.

Figure 2.4: Example metamotifs for forkhead (A) and HSF (B) motif families
from the TRANSFAC database (Matys et al., 2006). A) The MLE metamotif
estimated for a subset of forkhead motifs (B) in the TRANSFAC 12.2 (Matys
et al., 2006) regulatory motif database. C) Two HSF metamotifs estimated using
the metamotif nested sampling algorithm from a subset of HSF motifs (D) in the
TRANSFAC regulatory motif database.
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The metamotif inference algorithm which I developed is a variant of the Nest-

edMICA nested sampling algorithm described in Section 1.3.3. Nested sampling,

originally introduced by Skilling (2004), is a generic Bayesian MCMC sampling

strategy that allows drawing samples from a posterior distribution and directly

estimating the evidence (marginal likelihood) of the model.

The metamotif nested sampler takes recurring intra-motif structure into ac-

count and allows detection of multiple metamotifs from a set of motifs. Motif sets

are treated as a combination of short recurring patterns emitted by metamotifs,

and background positions. The recurring signal can also optionally be allowed to

be present on either strand, further improving the ability to detect repeating fea-

tures. Recurring metamotif signals of interest are modelled separately from the

“uninteresting” sections of the motifs that are taken as having been generated by

a background model. The background model is the maximum likelihood (MLE)

Dirichlet distribution estimated from all the motif columns in the input data. It

is computed with the optimisation procedure described in Minka (2003), which is

also used in the simpler MLE metamotif inference algorithm described in Section

2.2.3.

The algorithm allows estimating n metamotifs for a set of p motifs, with a

variable metamotif length between lmin and lmax columns, and an expected frac-

tion f of motifs containing any one of the n metamotifs. This is analogous to the

NestedMICA motif inference algorithm that estimates multiple motifs with vary-

ing length from an expected fraction of nucleotide or protein sequence data. The

posterior distribution being sampled is over the sets of n metamotifs and so-called

mixture matrices, given the motif data and a background model for the motifs.

The mixture (or occupancy) matrix describes the pairing between metamotifs and

motifs. The term mixing matrix is a reference to the algorithm treating pattern

recognition as an independent component analysis problem similar to the Nested-

MICA motif inference algorithm (Section 1.3.3): a likelihood function is written

for the observations (the motif set) and the motif set is assumed to be generated

as a mixture of independent metamotif contributions and noise represented by

the background model. Each element Qi,j in the n × p mixing matrix Q is a

binary indicator of the metamotif j being present one or more times in the motif

i. If the metamotif is present, Qi,j = 1, otherwise Qi,j = 0. The likelihood of
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the motif set given the metamotif set is simply the product of likelihoods of each

individual motif given the metamotif set and the mixture matrix.

2.2.5 The likelihood function

The likelihood of a motif given a set of metamotifs is calculated assuming the

motif is emitted by the multiple-uncounted motif–metamotif mixture model (a

MUMM with two metamotifs is given in Figure 2.5). This formulation allows for

each motif to contain multiple metamotifs simultaneously, without the need to

iteratively repeat sampling after masking previously inferred stronger signals.

Computing the likelihood of a motif given metamotifs under the MUMM

model involves completing one-dimensional dynamic programming from the be-

ginning of the motif to column c, closely in the same form as the protein or

nucleotide sequence likelihood function described for the NestedMICA algorithm

in Dogruel et al. (2008) (Equation 2.8).

Lc = (1− t)Bc−1Lc−1 +
t

|M |
∑
α∈M

P(Xc−1
c−lα+1)Lc−lα (2.8)

Lc represents the likelihood of all metamotif and background column arrange-

ments (paths) in the input motif up to the column c. M is the set of metamotifs

that have a mixing coefficient of 1 for the motif under consideration (i.e. meta-

motifs marked to be present in the motif in the mixing matrix Q), and |M | is

the number of metamotifs that have a mixing coefficient 1. The length of the

metamotif α is represented by lα. Bc is the probability that the motif column

at position c was emitted by the background. For the motif X of length lX the

transition probability t to a metamotif is defined as t = 1/lX, i.e. one metamotif

is expected per motif, and any motif position is equally likely to contain a tran-

sition. P(Xj
i ) is the probability that the motif segment from i to j was emitted

by a metamotif m, and it is given by the metamotif density function (Equation

2.5). A metamotif can optionally be allowed to be present on either strand to

improve the ability to detect repeating (e.g. palindromic) features. Alternating

orientation of metamotifs are achieved simply by summing the probability con-

tributions P(Xj
i ) of the metamotif α and its reverse complement at all possible
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metamotif 1

1 2 3 4

1 2 3

background

start

end

metamotif 2

Figure 2.5: The multiple-uncounted motif–metamotif mixture HMM (MUMM).
Numbered steps model the columns of the metamotif signals of interest and
the background states are responsible for the “uninteresting” positions. Motif
columns are emitted from a selection of metamotifs of varying lengths, and back-
ground positions. Note the similarity to the sequence–motif mixture model used
in the NestedMICA motif discovery algorithm for motifs embedded in sequence
(Figure 1.6).
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offsets. Incomplete metamotif hits are also accounted for (Section 2.2.7).

2.2.6 Monte Carlo sampling moves

The metamotif nested sampler algorithm evolves metamotif parameters, and the

mixture matrix state, with Monte Carlo sampling moves. Most of the proposal

types alter the metamotif column parameters. The metamotif proposals are se-

lected randomly from amongst the following set of moves:

• a small perturbation is made to a randomly selected metamotif column

nucleotide mean weight: perturbation is made according to a randomly

chosen nucleotide α weight αi, nucleotide mean weights adjusted so they

again sum to 1, and αi of the column adjusted accordingly, maintaining

precision unchanged.

• a small perturbation is made to a randomly selected metamotif column

precision α0: α0 is perturbed, and α adjusted such as to maintain the mean

nucleotide weights unchanged with a new precision.

• a small perturbation is made to a randomly selected metamotif column

nucleotide weight αi, thereby indirectly changing the precision.

• replacing a metamotif column with a new one, sampled from an uninforma-

tive simplex prior (nucleotide weights on the range [0.1, 40.0] are allowed).

• removing a column in one end of a metamotif while adding another one to

the other end.

• adjusting motif length, by adding or removing a column from either end.

The two update operations that use an alternative parameterisation of α with

precision and the mean nucleotide weights, i.e. updating the precision whilst

maintaining mean weights unchanged, and altering the mean weights whilst main-

taining the precision unchanged, proved beneficial for achieving convergence of

the algorithm. When these moves were included, the algorithm converged consis-

tently with smaller number of iterations than when only the more naive method
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of updating αi with random perturbations was included (data not shown). The

prior function over the Dirichlet distribution parameters was an uninformative

’clipped’ simplex prior: all values for the nucleotide weight parameters αi of the

distribution are allowed on the range [0.1, 40.0] and equally likely. Parameter val-

ues above or below this range are clipped such as to avoid numerical instability.

Sampling moves are also done in the space of mixture matrices by flipping

states of randomly selected elements in the mixture matrix similarly as done in

Dogruel et al. (2008) for the NestedMICA algorithm.

2.2.7 Accounting for incomplete metamotif hits

Accounting for incomplete metamotif matches in a motif is an important consid-

eration. This is because we wish to analyse data from different experimental and

computational sources where motif start or end positions have not been chosen

consistently, for instance with an information content criterion. Incomplete hits

are accounted for by adding additional “un-informative” columns in the input

motifs in both the 5
′

and the 3
′

motif ends. The un-informative columns are

multinomial distributions that match the mean nucleotide weights of the back-

ground model Dirichlet distribution. This effectively allows all possible offsets of

the metamotif that overlap the motif with at least one column, whilst associating

more uncertainty to those columns supported by only a subset of the motif data

(Figure 2.6).

2.3 Evaluating the metamotif nested sampler al-

gorithm

Performance of the metamotif inference algorithm was tested using synthetic mo-

tif sets where samples from metamotifs were inserted, or “spiked”, similarly as

done by Dogruel (2008); Tang et al. (2008) with synthetic sequences and samples

from motifs. The aim was to measure the relative frequency of metamotifs at

which the expected metamotifs could be recovered by the algorithm from syn-

thetic motif data containing metamotif instances. The evaluations were done in

two stages. The ability of the algorithm to infer a single metamotif presented to
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Figure 2.6: Incomplete hits are handled by padding the input motifs with ad-
ditional columns that fit the background model optimally. All metamotif hits
are required to be at minimum two columns long, which means that all input
motifs are (optionally) capped with lmin−1 additional columns, where lmin is the
user settable minimum metamotif length parameter (which also has a minimum
allowed value of 2).
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it was tested first (Section 2.3.1). After that, several metamotifs were presented

to the algorithm to assess the ability of the algorithm to infer multiple metamo-

tifs simultaneously (Section 2.3.2). Metamotifs were then also inferred from the

TRANSFAC database (Section 2.3.3).

To prepare the synthetic motif sets, metamotifs were first generated of exam-

ples of three structurally diverse TRANSFAC 12.2 PWM families: six forkhead

motifs (class 3.3 in TRANSFAC classification), six GATA-like Cys4 zinc finger

motifs (class 2.1) and five MADS box motifs (class 4.4) were used (source mo-

tifs shown in Figure 2.7). This was done by aligning each of the three input

motif sets with a greedy gapless sequence motif multiple alignment method re-

lated to the one utilised in STAMP motif toolkit (Mahony and Benos, 2007). A

metamotif was then estimated from the motif multiple alignments with the MLE

method from Minka (2003): MLE Dirichlet distribution was computed for motif

alignment columns (example seen in Figure 2.4A), with each motif column in the

alignment mapping to a MLE Dirichlet distribution in the resulting metamotif.
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Motifs (PWMs) from each of the three familial metamotifs were sampled

in relative frequencies of 0%, 10%, 20%, . . ., 100%, into synthetic input mo-

tif sets (separate input motif set per motif family). Each synthetic motif set

contained 60 motifs, each 20 nucleotide columns long, with a maximum of one

metamotif instance allowed per input motif. The synthetic motif columns in

the input motif sets are samples from a Dirichlet distribution with parameters

α = {0.5, 0.5, 0.5, 0.5}. The metamotif sample PWMs were inserted at random

positions within the 20 nucleotide long synthetic motifs. The metamotif infer-

ence algorithm was then run on the motif set to infer a single metamotif between

length ranges 4 and 14, allowing for the signal to be present in either orientation

(-numMetamotifs 1 -revComp -minLength 4 -maxLength 14).

Metamotif inference performance was measured qualitatively with visual in-

spection comparing the inferred metamotifs to the known spiked metamotifs,

and quantitively measuring the Cartesian distance between the metamotif mean

nucleotide weights.

2.3.1 A single metamotif

The metamotif nested sampler algorithm was used to infer metamotifs from the

synthetic motif sets to evaluate how well the spiked metamotif patterns could

be recovered. Performance was measured qualitatively with visual inspection

comparing the inferred metamotifs to the known spiked metamotifs, and quanti-

tively measuring the Cartesian distance between the metamotif mean nucleotide

weights. The visual comparison, Cartesian distances and empirical p-values for

observed metamotif-metamotif distances are presented in Figure 2.8. The evalu-

ation shows that metamotifs can be inferred from motif sets that contain them

with relative frequencies of even 10%. At a relative frequency of 40% and above

all three recovered metamotifs are very similar to the respective source metamotif

(Figure 2.8).
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2.3.2 Multiple metamotifs

The ability to predict multiple metamotifs was demonstrated in a second evalua-

tion experiment where instances of all the three motif families were inserted into

synthetic motif sets and the algorithm was required to infer three metamotifs.

It was shown that the algorithm was able to infer multiple metamotif models

concurrently with correct lengths at a relative frequency as low as 20% (Figure

2.9).
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Figure 2.9: The metamotifs predicted at relative frequency of 0.2 are shown
alongside the source metamotifs.
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2.3.3 Inferring metamotifs from TRANSFAC

I demonstrated use of the metamotif nested sampling algorithm in inferring famil-

ial metamotifs from known experimentally determined regulatory motifs from the

TRANSFAC database (Matys et al., 2006). Motifs retrieved from TRANSFAC

were first divided to clusters with the SSD distance by Down et al. (2007) with

cutoff 6.0. Three metamotifs were then inferred from each of the resulting clus-

ters. Examples of metamotifs inferred are shown in Figure 2.10. The metamotif

nested sampler algorithm was found capable of detecting several recurring pat-

terns from the motif clusters that are clear upon visual inspection of the motifs,

in addition to finding overliers from the motif sets (Figure ??B).
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Evaluation of the nested sampling based metamotif inference algorithm sug-

gests that it is able to correctly infer familial metamotif patterns. It performs

both in the case of a single recurring motif family, and in the case of motif sets

with examples of multiple motif families. This makes it potentially applicable for

instance for finding redundant motif patterns from large scale de novo inferred

sets of motif predictions from different algorithms, or for inferring a complete set

of familial metamotifs from a set of motifs. Metamotif inference is also conducted

from clustered motifs from the TRANSFAC database.

2.4 Summary

In this chapter I introduce a generative model for PWM motif columns, called

the metamotif. The metamotif is a a probability distribution over PWM motifs

of a given length. I also present a nested sampling based algorithm for inferring

metamotif parameters from a set of motifs.

All of the following chapters make use of the metamotif in one way or an-

other: Chapter 3 introduces a variant of the NestedMICA motif inference algo-

rithm with an informative motif prior based on the metamotif likelihood function

(Equation 2.5). Chapter 4 presents a motif family classification method based

around metamotifs. In Chapter 5 I then experiment with using the metamotif

based classification method with de novo discovered motifs.
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Chapter 3

Metamotifs in motif inference

A central goal in modelling genome regulation is the identification of TFs and

their target DNA binding sites, expressed as short nucleotide sequence motif mod-

els. This goal is becoming tractable even for higher eukaryotic genomes due to the

availability of reference genomes for numerous organisms, development of high-

throughput methods for measuring DNA interactions of transcription factors, and

with computational advances in short sequence motif inference algorithms. The

lack of sensitivity to detect weakly represented motifs from noncoding sequence

however remains a key challenge when applying computational motif inference

on a large scale. One way to tackle this problem is through informing the infer-

ence process of prior biological information of known motif families – for instance

through the use of metamotifs.

This chapter describes the addition of a metamotif based motif prior to the

NestedMICA algorithm. This modification to the algorithm diversifies its use

from hypothesis-free discovery of motif collections from large scale sequence data

to answering specific questions about possible regulators acting in the sequences

(“Is there a motif roughly like this present?”). To achieve this, I extended the

NestedMICA motif inference algorithm to accept a series of metamotifs as a po-

sition specific prior probability function for motifs. The NestedMICA algorithm

was chosen for the purpose, because it is known to perform well in large scale

motif inference tasks (Down et al., 2007; Down and Hubbard, 2005). It was

also straightforward to adapt the existing clipped simplex motif prior probability

function to a function based on column-specific biologically informative Dirichlet
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distributions. The prior function, which allows multiple types of motif families to

contribute to it simultaneously, could also be applied more generally to bias the

search space of a larger motif inference problem to ‘biologically plausible’ motifs

(instead of for instance repeat-like).

3.1 Previous work on biologically informative

motif prior functions

De novo motif inference approaches show promise in finding motifs that deter-

mine gene regulatory programs. The NestedMICA algorithm for instance has

been used in a number of regulatory genomics studies of both human and other

organisms. Examples include analysis of Polycomb and Trithorax binding sites

in Drosophila (Kwong et al., 2008), zebrafish distal enhancers (Rastegar et al.,

2008), targets of the transcription factor Ntl (Morley et al., 2009), indirect targets

of the deafness associated micro-RNA miRNA-96 in mouse (Lewis et al., 2009), as

well as transcription factors involved in determination of ES cell transcriptional

programs in mouse (Chen et al., 2008; Loh et al., 2006). NestedMICA, similar

to other de novo motif inference algorithms, however commonly suffers from lack

of sensitivity when applied to large collections of long eukaryotic promoter se-

quences where the TFBS motifs are weakly represented. This makes it difficult

to describe complete sets of regulatory motifs from sequence alone with it. I there-

fore wanted to see if prior biological knowledge in the form of familial metamotifs

could be used to improve its sensitivity. This was motivated primarily by the

work of Xing and Karp (2004) and Narlikar et al. (2006) who both showed that

tendencies in the motifs of sequence specific transcription factors can improve the

sensitivity of probabilistic motif inference algorithms. Earlier instances of biolog-

ically informed motif prior functions and position specific parameter constraints

have however also been presented.

The earliest instance of a method which uses column-specific information in a

probabilistic motif inference method was the MEME program (Bailey and Elkan,

1995), which has been extended to include an optional palindromic constraint on

the motif nucleotide weights (Bailey and Elkan, 1995); The last column is taken
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as an complemented version of the first column, the second last is the second, and

so on. The same paper also describes a Dirichlet mixture prior used specifically

in protein motif inference, inspired by the Dirichlet mixture priors developed

originally to help in deriving protein domain HMM models (Brown et al., 1993;

Krogh et al., 1994).

More advanced hierarchical Dirichlet mixture based motif models and motif

prior functions were later developed by Xing et al. in a series of papers (Xing

et al., 2003a; Xing and Karp, 2004; Xing et al., 2003b). The hidden Markov-

Dirichlet multinomial based framework, coined as ‘MotifPrototyper’ (Xing and

Karp, 2004), allows for training a family-specific prior function that is parame-

terised with column-specific weights over a small number of prototypical Dirichlet

distributions trained from a database of PWMs. This is somewhat related to

the metamotif based approach which uses column-specific Dirichlet distributions

trained from motif data. The Gibbs Recursive Sampler algorithm also reportedly

includes a column-specific Dirichlet prior, described by Thompson and Rouchka

(2003) as follows: “informed prior models provide clues to the expected patterns

in DNA binding motifs that influence but do not control posterior inference of

sites and motifs. The Gibbs Recursive Sampler permits incorporation of informed

motif priors and gives the user control over the strength of the clue.” The paper

describes no further description to the exact approach used, nor offers an assess-

ment of its performance impact. Sandelin and Wasserman (2004) present such an

assessment for the Gibbs sampler, as well as the neural network based ANN-Spec

(Workman and Stormo, 2000), which also contains an otherwise unreported fea-

ture to include target PWMs as initial neural network weights. Both ANN-Spec

and the Gibbs sampler show a measurable sensitivity gain. Median 200% and

140% sensitivity improvement for the ANN-Spec and Gibbs sampler algorithms

was observed, respectively, in an evaluation which was made roughly with similar

principles as that described in Section 3.2.2 for the NestedMICA algorithm.

Some of the previous motif prior enabled methods allow simultaneous inclu-

sion of prior information for more than one motif family during motif inference.

One example of such methods is the neural network based SOMBRERO algo-

rithm which uses prior information of PWMs for initialising a self-organising

map used for motif discovery (Mahony et al., 2005a). The most recent example is
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the Bayesian phylogenetic foot printing method, Phylogibbs-MP, which can use

PWMs as a prior (Siddharthan, 2008). The motif prior function in the PRIOR-

ITY algorithm (Narlikar et al., 2006), which is based on a series of binary logistic

regression functions trained from binding site instances, also allow multiple classes

to be specified, although the sequence model itself greedily infers motifs one by

one (with a ZOOPS-like sequence model, see Section 1.3.1); Narlikar et al. (2006)

also concede that the Gibbs sampling based parameter estimation method would

struggle beyond the tested class count of three.

3.2 Materials & Method

Below, I will introduce the metamotif based motif prior function which I incor-

porated into the NestedMICA algorithm (Section 3.2.1), and then describe the

method devised for assessing its effect on the performance of NestedMICA in

Section 3.2.2.

3.2.1 The metamotif prior function

The prior probability of motif X given a metamotif α is taken as the sum of

metamotif densities of α with all continuous motif segments contained in X that

have the same length l as the metamotif (log of the density is given by Equation

2.5). A segment of motif X refers to a motif formed from columns of the motif

starting from column i and ending at position i+ l−1. The prior probability of a

motif given a series of metamotifs is simply the sum of prior density contributions

of each of the metamotifs. A schematic showing summation of one metamotif of

five columns (l = 5) over an eight-column PWM is shown in Figure 3.1.

The prior function described above can be summarised simply as a summation

of a number of different, potentially overlapping metamotifs over the length of the

motif. There are alternative, more computationally demanding but potentially

more meaningful ways to compute a prior function with multiple metamotifs. One

possibility would be to apply the “motif probability given a series of independent,

non-overlapping metamotifs” function described in Section 2.2.4 as a motif prior

function in the NestedMICA algorithm. That is, the motif would be treated
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Figure 3.1: Metamotif densities with all offsets of the metamotif (shown above
the PWM) are summed over the length of the motif (five different offsets shown,
with different colours).
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as an HMM of background multinomial positions and independent metamotif

segments which can be ordered freely but cannot overlap (the multiple-uncounted

motif metamotif mixture model). This formulation could potentially be more

appropriate to cases where short metamotif components are applied as a motif

prior (e.g. half sites). However, the already considerable run time that the

NestedMICA algorithm requires for completing on large sequence and motif sets

could be increased further by this prior function. This is because another costly

dynamic programming step to compute the metamotif density function would

be needed, as the prior function is computed on every iteration of the nested

sampling for all motifs in the ensemble of potentially several hundred solutions.

I therefore concentrated on the simple motif prior function presented here. This

algorithm scales well to large sequence sets, and it is unlikely that the more

complex metamotif density HMM prior would be practically useful in genome

scale motif inference tasks without substantial optimisation. The optimisation

work would likely include at least caching prior contributions of individual motifs.

3.2.2 Measuring motif inference sensitivity with synthetic

sequence

To test the performance of the metamotif prior function, I conducted simula-

tion experiments following the same principle as described for the NestedMICA

(Down and Hubbard, 2005) and the BayesMD (Tang et al., 2008) algorithms.

Human intronic nucleotide sequence fragments randomly chosen from the Homo

sapiens Ensembl database release 50 (Flicek et al., 2008) were ‘spiked’ with five

different types of motifs. The motifs used were those of ZAP1, HIF1, TBX5,

TAL1 and NF-κB transcription factors. These motifs were selected because they

showed little similarity with each other when aligned, and because this set con-

tains examples of differing motif length and information content. All sequence

sets used contained 200 sequences, and the length of the sequences was varied

between 100, 200, ..., 2000 nucleotides. The nucleotide k-mers sampled from each

of the five PWMs in the evaluation were inserted at a constant relative frequency

of 20% of the sequences, with a maximum of one motif present per sequence. In

other words, motif density was varied by inserting the motif instances to back-
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ground sequences of different lengths. Motifs of only one kind were present in

each synthetic sequence set.

Motif inference with three types of motif prior functions were tested with the

sequences:

1. A single familial metamotif contributing to the prior function.

2. A prior function with all of the five unrelated metamotifs contributing to

the prior, with instances of only one motif family being actually present

represented in the sequences.

3. An uninformative Dirichlet prior similar to the previously published Nest-

edMICA version 0.8.

In each of the motif inference runs, the longest sequence length at which

the algorithm infers the correct motif of interest is reported as a measure of

sensitivity (p < 0.05), with motif comparison p-values computed, as described in

Down et al. (2007). In all cases, five motifs were inferred from the sequences.

Five motifs, as opposed to for example only one, were inferred, because recurring

sequence motifs tend to be found from even intronic sequences, and I therefore

cannot assume that the spiked motif would be the only motif signal present. The

sequence background model used in all evaluations of the algorithm was a 4-class

1st order trained from the 2000nt long intronic sequences with nmmakebg.

The source motifs (ZAP1, HIF1, TBX5, TAL1, NF-κB) were transformed to

metamotifs to be used in the metamotif prior function by applying a pseudocount

of 0.1 to the motif column weights, and interpreting the resulting motif nucleotide

weights as mean nucleotide weights in Dirichlet distributions with precision set

at 4.0 (metamotifs used in the experiment shown in Figure 3.2). The metamotif

priors used in the prior function evaluation were constructed from known PWMs

with a set precision and pseudocounts to assess the hypothesis testing use of

a motif prior function: user is aware of a set of potentially relevant motifs or

consensus strings present in a sequence set and wants to inform the algorithm of

them to increase its sensitivity to detect the signal.
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Figure 3.2: Synthetic metamotifs contributing to the motif prior functions used
in the assessment. Error bars represent 95% confidence intervals.
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3.3 Results & Discussion

Results of applying the metamotif based motif prior function are shown in Sec-

tions 3.3.1 and 3.3.2. Several ways to use the motif prior with the NestedMICA

suite (Down and Hubbard, 2005) and the graphical iMotifs motif inference envi-

ronment (Piipari et al., 2010b) are introduced in Section 3.3.3.

3.3.1 Performance effect of a correct motif family prior

function

Results of the motif prior comparison are shown in Figure 3.3. It is evident that

when the correct motif prior function is used on its own (the rightmost bars),

improvement in the motif inference performance is seen across the line, when

compared to the uninformative prior (the leftmost bars). When the correct motif

is introduced amongst a set of ‘decoy motif’ contributions in the prior function,

improved performance over the uninformative prior is seen with all motifs but

TBX5, which is unchanged. The effect size, in terms of the difference between

maximum sequence lengths at which the motif is detected in the informative

and uninformative cases, depends on the motif; Some motifs appear inherently

‘harder’ to discover even when a biologically informed prior function is available.

The most likely reason for the variability both in the baseline motif inference sen-

sitivity, and the effect of the informative weight matrix prior, is in the difference

in length and information content of the motifs, ranging from as high as fourfold

difference in the motif recovery length for TAL1 and NFKappa-β, to only a 1/3

improvement from 400bp to 600bp sequence between the uninformative and the

‘single’ informative metamotif prior for the TBX5 motif. The presence of ‘decoy’

metamotif patterns decreases the effect size in all cases.

3.3.2 Performance effect of an incorrect motif family prior

function

I also wanted to ensure that the metamotif prior did not have the propensity

to bias motif inference to an incorrect solution, i.e. that it does not encourage

the inference of a motif not supported by the sequence data. I tested this by
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Figure 3.3: Informative weight matrix prior improves NMICA’s sensitivity to re-
solve motifs present in human intronic sequence in low frequency (0.2 frequency).
The bars represent the sequence length at which a motif closely similar to the
input motif was successfully recovered (p < 0.05, empirical p-value defined in
(Down et al., 2007)).
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spiking intronic sequence with the NF-κB motif, and using the ZAP1-like meta-

motif in the prior function. No motifs similar to ZAP1 (whose instances were

not present in the sequences) were recovered from the spiked intronic sequence

between lengths 100 and 2000 (comparison with distances and p-values shown

in 3.4), indicating that the metamotif prior function does not have an adverse

effect on inference specificity. A number of other combinations of spiked motifs

and inaccurate informative metamotif prior functions were also tested, with no

observed tendency for the algorithm to infer a motif that is not supported by the

sequence data (data not shown).

Figure 3.4: The closest motif match to the invalid motif pattern (ZAP1) shown
alongside the ZAP1 motif. No pattern like ZAP1 should be seen, and indeed is
not seen. Five motifs were inferred at each sequence length (100nt, . . .,1500nt).
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3.3.3 Making the metamotif prior available

As the ultimate aim of the metamotif prior function work was to provide tools

useful for motif inference related hypothesis testing, to answer questions such

as “Are there motifs present in this sequence set that are related to what I am

expecting?”, I developed several ways in which other researchers can effectively

make use of this work that are detailed in the sections below.

It should also be noted that metamotif models inferred from motif sets with

the nested sampler framework introduced in Chapter 2 can be incorporated in a

reduced PWM representation to other motif inference algorithms which accept

PWM based motif prior functions or initialisation values, for instance the ANN-

Spec (Workman and Stormo, 2000) and Gibbs Sampler (Qin et al., 2003) variants

created by (Sandelin and Wasserman, 2004), the SOMBRERO (Mahony et al.,

2005b) variant by Mahony et al. (2005a), or Phylogibbs-MP (Siddharthan, 2008).

This is because a metamotif is a product Dirichlet distribution model of motif

families, which contains an implicit familial binding profile like average motif (see

Section 3.1 for a discussion of FBPs). Using metamotifs in external programs is

made especially easy because of the way the metamotif models are stored in

the same XML-based XMS format used by NestedMICA (Down and Hubbard,

2005) and iMotifs (Piipari et al., 2010b) to store PWMs; The metamotif’s average

column weights (the implicit ‘average motif’) are in in fact stored identically to

a PWM, and the α0 precision values are stored as additional key-value based

annotations in the file, only applicable for tools which are ‘metamotif aware’.

3.3.4 Using the metamotif prior with the NestedMICA

algorithm

Support for the metamotif prior function was integrated into the NestedMICA

suite 1 with a series of command line arguments. The metamotif prior exten-

sion to the NestedMICA tool was also designed to function with any number of

metamotif models, or input PWMs or IUPAC consensus sequences ‘converted to’

metamotifs. PWMs are treated as metamotif priors by interpreting its columns i

1The NestedMICA suite is available at http://www.sanger.ac.uk/resources/software/
nestedmica/
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as the E[xm] of a metamotif and applying a constant precision α0 to all columns

of the metamotif. IUPAC consensus sequences are first transformed to PWMs

by applying pseudocounts and then transformed similarly as PWMs. Metamotifs

inferred with our framework can also be potentially used with other Bayesian

motif inference algorithms that model a prior distribution over motif positions.

Metamotifs could therefore be of general use in building large and complete reg-

ulatory binding site motif libraries for novel genomes. Usage examples are shown

below for the three ways in which the NestedMICA motif inference tool nminfer

can be used with metamotifs.

1. An XMS file containing metamotif models (consult NestedMICA manual

for more detail for including per-column precision information in the XMS

format):

nminfer -priorMetamotifs y.xms -seqs input_sequences.fasta \
-numMotifs 3 -minLenth 6 -maxLength 14

2. An XMS file containing motif models, with an added pseudocount and

precision parameter set to transform PWMs to metamotif models:

nminfer -priorMotifs x.xms -priorPseudocount 0.1 \
-priorPrecision 4.0 -seqs input_sequences.fasta -numMotifs 3 \
-minLength 6 -maxLength 14

3. An IUPAC consensus string, with an added pseudocount and precision pa-

rameter set to transform PWMs to metamotif models:

nminfer -consensus gataa -priorPseudocount 0.1 \
-priorPrecision 4.0 -seqs input_sequences.fasta \
-numMotifs 3 -minLength 6 -maxLength 14

Notably the IUPAC consensus string support allows inputting not only A, C,

G, T, N, R (purine), Y (pyrimidine) but also all the other degenerate symbols in

the IUPAC DNA code standard (e.g. S which corresponds to C or G).

3.3.5 Using the metamotif prior with iMotifs

The motif set visualisation environment iMotifs, which I developed during this

project (Piipari et al., 2010b), was expanded with support for the metamotif prior
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function driven motif inference (Figure 3.5). This was done to make it easy for

a user with little prior experience of the NestedMICA suite to deploy and try it

with the informative prior extension. More information about iMotifs is available

in Appendix A.
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Figure 3.5: A NestedMICA motif inference run can be configured and run di-
rectly in iMotifs. Alternatively the NestedMICA run can be configured in iMotifs
(Analysis >Discover Motifs from Sequence) and executed in the terminal after
using the ‘Copy to clipboard’ function. A metamotif prior with one or more meta-
motifs can also be specified, either by specifying a file that contains metamotif
model(s) as an XMS formatted file, as a series of PWMs in an XMS formatted
file, or as IUPAC consensus strings. In the last two cases, pseudocounts and the
prior precision (α0) can also be specified.
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Chapter 4

Metamotifs in motif classification

Metamotifs are shown in the previous chapter to significantly improve the sensi-

tivity to infer motifs from sequence, when applied as a Bayesian PWM prior in

the NestedMICA algorithm. Here I will show that metamotifs can also be ap-

plied to form functional predictions for motifs. Metamotifs are applied to a motif

classification problem where features extracted from regulatory motifs (PWMs)

are used to predict the family of protein DNA binding domains which is likely

to interact with them. I will refer to this problem as ‘motif family classifica-

tion’. The features I used in my motif family classifier are metamotif densities,

and I therefore call the method metamatti, for metamotif based automated

transcription factor type inference.

4.1 Previous work on motif family classification

Motif family classification is not a new idea. In particular, the following three

studies provided an inspiration for the work described here:

• The hidden Markov Dirichlet-multinomial based MotifPrototyper frame-

work (Xing and Karp, 2004), which is also used to provide the PWM

column-specific Bayesian prior function discussed in the previous chapter

(Section 3.1). The MotifPrototyper based motif classification is presented

as a cross-validation based exercise where motifs from the TRANSFAC

database are labelled with their superclass (one of basic, zinc coordinated,
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helix-turn-helix, or β-scaffold domains, see Section 1.4.2 for a further dis-

cussion on structural taxonomies of TFs). The ability to classify motifs on

the level of their superclass is discussed by Xing and Karp (2004) mostly as

an interesting side-product of co-evolution of transcription factors and their

binding sites, and the authors do not make available the motif classifier for

other researchers to use.

• The sparse multinomial logistic regression (SMLR) based motif classifier by

Narlikar and Hartemink (2006). Similarly as above, the emphasis of this

work is not in constructing a publicly available motif family classification

tool for the research community, but to present the classification problem

as a side-product of the evolutionary pressures acting of TFs and their

binding sites. The paper also acts as a biological application to a novel

sparse, probabilistic supervised machine learning method developed by the

authors (SMLR). The classification is done, as in the case of MotifProto-

typer, to motifs in the TRANSFAC database (its six largest classes Cys2His2

and Cys4 zinc fingers, homeodomains, forkhead domains, basic helix-loop-

helices and basic zipper domains), but the classifier labels the motifs with

their TRANSFAC class (not superclass, as done by MotifPrototyper). No-

tably, the same authors also published a separate paper (Narlikar et al.,

2006) where they present an informative PWM prior enabled motif infer-

ence algorithm which also labels the discovered motifs with their domain

family. This paper is discussed in the context of motif priors in Chapter 3.

• Sandelin and Wasserman (2004) are the earliest at suggesting a computa-

tional motif family labelling method, in the same familial binding profile

paper which was discussed in the previous motif prior chapter. It is however

limited to a small number of metazoan TFs (63 in total) which are closely

similar in the clustering chosen by the authors (bZIP motifs for instance are

subdivided to three subgroups). Due to the limited scope of this classifica-

tion study, and the biased choice of the motifs in this study, I decided not

to assess my method against it (similar choice was also made by Narlikar

and Hartemink (2006)).
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In contrast to the previous studies, my goal in this work has been to both

rigorously test my method in context of the earlier work where applicable, and

to also present a tool for motif family classification that other researchers can

use in the comparative study of regulatory motifs. Indeed, metamatti can be

distributed as an R package (Section 4.3.4.1), and as a remotely available motif

classification web server (Section 4.3.5).

In this chapter I firstly introduce the metamatti classifier, and compare its

performance to two of the methods noted above: MotifPrototyper (Xing and

Karp, 2004) and SMLR (Narlikar and Hartemink, 2006). I also validate the

classification method’s performance with two independent, experimentally vali-

dated homeodomain datasets, and give a brief introduction to the usage of the

classification tool. In the next chapter I then apply the method to a series of

computationally predicted motifs, to showcase metamatti’s ability to predict

the class of de novo predicted motifs from a genome scale motif inference study.

In addition to assigning clues of function to large sets of de novo motifs, I believe

that family classification of motifs could for instance become a useful diagnostic

method when working with TFBS motifs predicted from genomic ChIP-chip or

ChIP-seq data; with it, one could test how closely motifs predicted from the DNA

fragments bound by a TF of interest match the expected familial pattern of the

DNA binding domain under study. This can be helpful in identifying the relevant

motif from potentially many that are over-represented in DNA fragments bound

in a ChIP assay. This idea has been explored by MacIsaac et al. (2006) with a

familial binding profile based method.

4.2 Materials & Method

The principle of my motif classifier is to compute the density function (Equa-

tion 2.5) of a large dictionary of familial metamotifs along the length of training

set motifs, effectively “scanning” weight matrices with metamotifs. The optimal

(maximum) and average metamotif densities of each metamotif with the motif

are then included as features in a random forest classifier that tries to infer the

TRANSFAC superfamily (Figure 4.1) or TRANSFAC family (Figure 4.2) of the

motifs. Random forest classification was chosen as the machine learning frame-
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work, most importantly because it generalises naturally to multi-class problems

and provides reliable error estimates as part of model training (Breiman, 2001b).

The framework also controls the sparsity of the feature set used for classification

(see Section 1.3.4 for an introduction to random forests).

4.2.1 Training data

All motif families with at least 10 representatives were retrieved from the TRANS-

FAC 12.2 database (Matys et al., 2006), totalling 623 motifs of 13 domain families

(see Section 1.4.2.1 for more information about the TRANSFAC database). For

the motif domain superfamily classifier comparison made with MotifPrototyper

Xing and Karp (2004) (Figure 4.1), the set of motifs was reduced further to in-

clude only motifs annotated in TRANSFAC with the four superfamilies classified

in (Xing and Karp, 2004). For the motif TRANSFAC class prediction comparison

with SMLR (Figure 4.2), only motifs of the same six major classes classified with

SMLR in Narlikar and Hartemink (2006) were included in our training set. The

feature set is discussed in Section 4.2.2.

The metamatti motif type classifier training and cross-validation were im-

plemented in the Ruby and R (Team, 2007) programming languages. Random

forest classification was done using the package randomForest (Liaw and Wiener,

2002). Pseudocounts of 0.01 were added to all training set metamotifs, and the

mtry parameter of the random forest classifier training was optimised by testing

0.1 × √p, 0.2 × √p . . . , 2.0 × √p with intervals of 0.1, where p is the number of

features in the classifier (the default value for mtry is
√
p). The ntree parameter

that controls the number of trees to grow was set at 5000.

4.2.2 The classifier feature set

Most features in metamatti are metamotif probability density scores (Table 4.1).

To compute the metamotif density features for the classifier, we chose to first

divide the motifs into sets by complete linkage hierarchical clustering (Johnson,

1967) with the SSD metric described in Down et al. (2007) and cutting the clusters

at a lenient clustering cutoff of 6.0. This resulted in 54 motif clusters. Three

metamotifs were trained from each motif cluster with nmmetainfer, resulting in
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195 metamotifs to be used in the motif classifier (examples seen in Figure 2.10).

Metamotif length was constrained between 6 and 15 columns, and the expected

usage fraction was set at 0.5.

Feature type Description
Maximum metamotif hit scores
with all of the familial metamo-
tifs

Motifs were scanned with all input meta-
motifs, and the optimal score was chosen.

Per-column average entropy Average Shannon entropy of columns.
MLE Dirichlet parameters A maximum likelihood Dirichlet dis-

tribution is estimated as described
in Minka (2003), and the parame-
ters of this distribution are used as
features(αA,αG,αC ,αT ).

Symmetric Dirichlet background
parameters

A symmetric Dirichlet distribution is es-
timated.

Table 4.1: Features used in the metamatti classifier.

4.3 Results & Discussion

The main results in this chapter are threefold: the comparisons of the developed

method with previous methods (Section 4.3.1), an independent validation of the

performance with two large homeodomain datasets (Section 4.3.2), and a brief

explanation of the publicly available implementation of the classification method

(Section ). Additionally, I also discuss the reasoning behind choosing an appro-

priate motif cluster count (Section 4.3.2.2), and compare the classifier to the more

naive option of simply scoring motifs with average motifs derived from clustered,

aligned motifs (Section 4.3.3).

4.3.1 Performance comparison with previous methods

Classification performance of metamatti was compared to two methods with

a related goal: MotifPrototyper (Xing and Karp, 2004) which classifies mo-

tifs into four TRANSFAC superfamilies (zinc coordinated, helix-turn-helix, β-
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scaffold,basic), and SMLR which classifies motifs into six major classes of TF

domains (Cys2His2 and Cys4 zinc fingers, homeodomains, forkhead domains, ba-

sic helix-loop-helices and basic zipper domains) (Narlikar and Hartemink, 2006).

4.3.1.1 MotifPrototyper

Classification accuracy comparison shows that metamatti outperforms Motif-

Prototyper (Xing and Karp, 2004) (Figure 4.1) across all four TF domain su-

perfamilies. The margin between the two methods is especially clear when one

compares metamatti with the ‘full’ dataset classification made by Xing and Karp

(2004), which contains all members of the four superfamilies in the TRANSFAC

class, as opposed to the reduced ‘major class’ set which contains all motifs with

at least 10 examples in the dataset. The metamatti classification was made

with the full dataset.

There are several possible reasons for the substantial difference in perfor-

mance. Firstly, the MotifPrototyper classification is made simply with a max-

imum a posteriori scheme: each TRANSFAC superclass corresponds to a Mo-

tifPrototyper model, and motifs are assigned to the superclass which has the

highest maximal posterior probability to be generated by the corresponding Mo-

tifPrototyper. metamatti instead uses the metamotif densities as a features in

a more sophisticated, discriminative random forest based classifier, which assigns

the class labels to a motif. Secondly, the metamotif inference algorithm I devel-

oped is not constrained to a fixed motif family column count, unlike the algorithm

utilised in MotifPrototyper which estimates model parameters from aligned mo-

tifs. The method by which motifs are aligned and trimmed to equal length is

not specified by Xing and Karp (2004). Thirdly, training several metamotifs per

motif family, metamatti also accounts for the fact that not all columns in motif

families can be accurately expressed as a single column wise probability distri-

bution. Instead, recurring patterns in a motif set can be generated by multiple

potentially shorter familial metamotif components in my model. Furthermore,

the metamotif estimation algorithm treats some motif columns as noise with a

column background model, improving the capacity to find recurring patterns from

sequence motif sets and reducing over-fitting of familial models due to reporting
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weak or nonexistent recurring trends.
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Figure 4.1: Accuracy comparison between TF domain superfamily level classi-
fication with metamatti and MotifPrototyper (10-fold crossvalidation). The
’major classes’ refers to MotifPrototyper’s reported performance for all motif
families which include at least ten motif instances (Xing and Karp, 2004) in the
TRANSFAC database (Matys et al., 2006) from the four superfamilies basic, zinc,
helix-turn-helix and β-scaffold. ’Full’ refers to a classification of all motifs in the
four superfamilies, instead of just the major classes.
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4.3.1.2 Sparse Multinomial Logistic Regression

To compare metamatti with SMLR (Narlikar and Hartemink, 2006), I conducted

the TRANSFAC class level classification with the same subset of TRANSFAC

12.2 PWMs that were classified with SMLR. The overall classification accuracy

comparison shows that metamatti has a marginally improved performance at

89.5% classification accuracy over the 87% reported for SMLR. The class-by-class

accuracy figures (Figure 4.2) and the confusion matrix of the 6-way TRANSFAC

motif family classifier (Table 4.3) however make it evident firstly that the abil-

ity of sequence motif properties to distinguish motifs by binding domain varies

considerably depending on the domain both for metamatti and SMLR, and sec-

ondly that the higher classification accuracy comes at the cost of a 14% drop

in the classification accuracy of the bHLH family (89% accuracy with SMLR,

75% with metamatti). The partially palindromic E-box motif CAGGTG ap-

pears to be the most common type misclassified in the erroneous bHLH motif

cases. Inspection of family assignments of motifs in the TRANSFAC database

shows that closely similar motifs with the CAGGTG consensus have been an-

notated with all of bHLH and C2H2 zinc finger families, highlighting a general

limitation of a sequence PWM feature based motif family classification methods.

Overall, the variability in accuracy across classes is not surprising: Luscombe

and Thornton (2002) already describe sequence-specific DNA binding motifs into

‘highly specific’ (e.g. TATA binding protein and the basic zipper domain) and

‘multi-specific‘ (e.g. homeodomain, C2H2 and Cys4 type zinc finger domains), i.e.

that different domains show different degree of constraint in the binding profiles

seen in nature, which can make some domains harder to classify even with so-

phisticated methods. Random forest classification in fact outputs a classification

probability for each of the potential classes. I in fact use this property of random

forest classification in Chapter 5 (Section 5.3.6.5) to choose a confidence level for

classification decisions, instead of reporting a class for all input motifs regardless

of the uncertainty.

Motif family prediction methods ultimately rely on the structural mode of

interaction by a protein DNA binding domain being reflected as a DNA sequence

specificity pattern, and that pattern being distinct to each motif family as a
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Figure 4.2: Accuracy comparison between the TF domain family classification
with metamatti, and SMLR (k-fold cross-validation).
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Cys4 C2H2 bHLH bZIP Forkhead Homeodomain Class error

Cys4

C2H2

bHLH

bZIP

Forkhead

Homeodomain

Totals

39 0 0 0 0 1 2.5%

0 38 3 0 1 3 15.6%

0 2 22 5 0 0 24.0%

0 3 0 78 0 4 8.0%

0 0 0 0 31 2 9.0%

2 1 1 3 0 37 16.0%

41 43 26 86 32 47

Figure 4.3: Confusion matrix of the 6-way TRANSFAC motif classification with
the metamatti classifier. Columns correspond to the real class, and rows to the
predicted class.

result of co-evolution of the two protein and its binding sites. As the above

example of CANNTG sites shows, this is not always the case in nature: certain

bHLH and Snail-like C2H2 like factors for example are thought to bind with

closely similar specificities to compete for the same binding site positions (Nieto,

2002). The familial tendencies observed for DNA binding sites of transcription

factors are thought to be due to both biophysical constraints on the possible DNA

binding site patterns of a certain binding domain and evolutionary forces that

maintain the familial DNA specificities distinct. Such forces range from functional

redundancy of paralogous factors with overlapping binding sites (Kafri et al.,

2005) to antagonistic regulation by opposing activators and repressors (Tanaka

et al., 1993). To give an example of the inherent differences between TF domains,

the C2H2 domain noted above has been found to be extremely plastic and a

number of individual zinc fingers have even combined to very long (18bp) binding

site patterns in a highly modular fashion (Dreier et al., 2001, 2000). In contrast,

the bHLH domain has been observed to be much more strongly constrained in its

DNA binding tendencies in a thorough mutagenesis study of the DNA contacting

residues of the Max transcription factor (Maerkl and Quake, 2009). Further work

is clearly needed to cover the full spectrum of binding site patterns explored by
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sequence specific DNA binding domains, which also highlights the need for models

such as the metamotif that describe recurring patterns in sequence motifs.

4.3.2 Performance measurement of two large homeodomain

datasets

The previous motif classification work, which I compare my method with, has

relied on cross-validation based estimation of classification accuracy from a single

public database (Narlikar and Hartemink, 2006; Sandelin and Wasserman, 2004;

Xing and Karp, 2004). Recent advances in protein-DNA interaction assaying

have however resulted to the availability of several new experimental regulatory

motif data sets that are not deposited in TRANSFAC. I wanted to assess the

performance of metamatti with two homeodomain motif sets recovered from

different species and via different experimental methods. The evaluation also

allowed me to compare classification error rates achieved in independent datasets

to the error rate predicted by metamatti classification for the homeodomain

motif family. I applied metamatti to the Mus musculus PWMs constructed

from the Berger et al. (2008) protein binding microarray motif data and reported

the relative frequency at which the motifs were classified by metamatti with the

homeodomain label (out of the six possible classes). Similarly, I classified motifs

from the Noyes et al. (2008a) Drosophila melanogaster bacterial one-hybrid motif

datasets.

The classification accuracy rates for both homeodomain motif sets were shown

to be high, and in good agreement with the out-of-bag accuracy estimate of 91.3%

reported by the metamatti random forest classifier during classifier training:

92.1% and 91.7% of the homeodomain motifs in the Berger et al. (2008) set of

84 motifs, and the Noyes et al. (2008a) set of 177 motifs, were correctly clas-

sified, respectively. I studied the misclassified examples from the Drosophila

melanogaster homeodomain datasets in more detail to see where the misclas-

sified motifs lie in the homeodomain specificity group clustering presented in

Noyes et al. (2008a). Interestingly, the misclassifications were shown to be atyp-

ical homeodomains which do not contain the canonical TAATTA core and fall

amongst the smaller specificity groups. The misclassified motifs included three
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TGIF-Exd-like motifs (Vis, Hth, Exd), two Iroquois-like (Ara, Mirr), one Six-

like (Optix) and an outlier from the specificity group clustering (Figure 4.4A). A

similar trend of non-canonical homeodomains being primarily amongst the mis-

classified was also noted for the Mus musculus homeodomain motifs (4.4B). This

is most likely explained by atypical homeodomain motifs not being well covered

well by the TRANSFAC 12.2 training set; No closely matching homeodomain

motifs were observed in TRANSFAC 12.2 to many of the misclassified motifs.

Figure 4.4: Misclassified homeodomain motifs in the A) Noyes et al. (2008a) and
the B) Berger et al. (2008) datasets.

4.3.2.1 Classifying homeodomain motifs by their specificity group

I also wanted to test if a metamatti-like classifier could be trained to detect more

detailed differences between motif groups than motif family or superfamily, a

question which the previous methods have not addressed. I therefore labelled the

Drosophila melanogaster homeodomain motifs with the homeodomain specificity
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groups suggested by Noyes et al. (2008a) and estimated a single metamotif with

nmmetainfer from each of the specificity groups. A single metamotif was used

because of the small total number of motifs in the training data. I then trained a

metamatti classifier with these metamotifs similarly as described above in Sec-

tion 4.2. A remarkably high accuracy of 84% (confusion matrix shown in Table

4.5), when all Noyes et al. (2008a) homeodomain motifs with 3 or more exam-

ples per specificity group were included in the classification (9-way classification).

The applicability of supervised machine learning strategies that aim to learn mo-

tif type labels more precise than the DNA binding domain family are however

currently limited by the amount of available training data. For instance, the 84

motifs in the Noyes et al. (2008a) dataset contain examples of 11 specificity groups

which are very biased to the two largest groups (Antennapedia and Engrailed,

with 25 and 15 examples, respectively), with several specificity groups containing

as few as two to four examples (Ladybird, Iroquis, NK-1, NK-2, TGIF-Exd, Bcd).

This makes classifier error estimation imprecise especially for the weakly repre-

sented classes and results in the major classes, which have as much as eightfold

as many examples present in the training dataset, to have considerable weight

in predictions over the smaller classes (such as to maximise overall classification

accuracy). Methods like metamatti can however become increasingly relevant

once more high-throughput TF DNA specificity data becomes available.
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4.3.2.2 Clustering of motifs prior to metamotif training

Clustering of the motifs, and training metamotifs from motif clusters, was moti-

vated by the requirement to choose a value for the metamotif count parameter of

the metamotif inference algorithm, and to limit the metamotif search space. In-

spection of clusters at cutoff 6.0 showed no clusters with more than three strongly

distinct recurring patterns. Although for many motif clusters there were clearly

less than three distinct recurring metamotif patterns present at the clustering

cutoff of 6.0, the metamotif inference algorithm was found to treat these cases by

either inferring closely similar duplicate metamotifs (such as metamotifs 1 and

2 in Figure 2.10A) or short metamotifs with mean nucleotide weights with low

information content, or occasionally splitting the metamotif segments in several

independent parts. This suggested that together with a sparse machine learning

strategy such as a random forests, it would be advantageous to choose a high

metamotif count that would describe the input motif set in as much detail as

possible, with the price of some potentially redundant features in the feature set

(densities for duplicate or low information metamotifs). I validated this assump-

tion by retraining the classifier with two metamotifs per cluster (a total of 130

metamotifs). The classifier trained with two metamotifs per family resulted in

a mild decrease in the classification accuracy (88.4%, as opposed to 89.5% with

three metamotifs per cluster), suggesting that the additional metamotifs were

indeed informative.

4.3.3 Comparing a metamotif density based classification

to a Cartesian distance based classifier

I assessed the importance of the metamotif density score in the metamatti clas-

sifier by comparing it to a more naive classifier where we replace the metamotif

average and maximum scores with average and maximum SSD distances com-

puted between the training set motifs and ‘average motifs’ of each of the motif

families. The average motifs used in the more naive classifier were the mean

PWMs of the metamotifs trained with nmmetainfer. They were used for clas-

sification by scoring the training set motifs with an SSD distance metric with

each of the metamotifs. We found that the classifier accuracy achieved with the
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SSD metric was lower to the metamotif density based classifier by 1.4% (accu-

racy of 88.1%), suggesting that both the metamotif mean and the column wise

precision values which contribute to the metamotif density scores are partially

responsible for metamatti’s high performance. Furthermore, I tested training a

classifier with cluster average motifs instead of the metamotif segments, result-

ing in an accuracy figure of 86.5%, suggesting that not only is the metamotif

density a suitable score, but that the motif segments identified by the metamotif

inference algorithm provide a classifier that generalises better than simply using

average motifs inferred by clustering and collapsing clustered motifs to an average

representation.

4.3.4 Making metamatti available

Once I had shown the favourable performance of metamatti with respect to

previous related methods, it became important to make the classification method

readily available. Much like with the familial PWM prior work described in the

previous chapter, I wanted to make it usable for both experienced and inexpe-

rienced users, with as low a barrier to installing and using it as possible. The

following sections describe two ways in which metamatti can be taken advantage

of.

4.3.4.1 The metamatti R package

The metamotif based classifier was initially developed as a series of R and ruby

scripts. Distributing the tool as an R package was therefore a natural choice.

The R package can be used to predict using classifiers either packaged in the

software (included as R datasets loadable with the data() function), or ones

trained with the package based on training data. The classifier training procedure

also optionally plots a precision-recall curve and a variable importance graph,

similar to those shown in Chapter 5. Furthermore, the JASPAR based classifier

noted in this example is introduced and applied in Chapter 5 (Section 5.3.6.5).

The package source code, installation instructions and documentation is avail-

able at http://www.github.com/mz2/metamatti. A brief usage example is pro-

vided below.
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#Load t h e l i b r a r y

l ibrary ( metamatti )

# Get a l i s t o f a v a i l a b l e m e t ama t t i c l a s s i f i e r s

# a l t e r n a t i v e l y way t o a c c o m p l i s h t h i s i s :

# t r y ( d a t a ( p a c k a g e =” me t ama t t i ” ) ) ’

# Due t o t h e l i c e n s i n g t e rm s o f t h e TRANSFAC d a t a b a s e ,

# t h e TRANSFAC ba s e d c l a s s i f i e r s a r e n o t made p u b l i c l y a v a i l a b l e .

# A d d i t i o n a l c l a s s i f i e r s c an h owev e r be t r a i n e d

# a s shown b e l ow .

ge tAva i l ab l eMe tamat t iC l a s s i f i e r s ( )

#” t r a n s f a c −c l a s s −6−way ” , ” t r a n s f a c −s u p e r c l a s s −4−way ” , ” j a s p a r −5−way ”

# E x t r a c t f e a t u r e s f r om you r m o t i f s o f i n t e r e s t

f e a t u r e s <−
extractMetamatt iFeatures ( " your - m o t i f s . xms " , " jaspar -5 - way " )

# t r a i n M e t a m a t t i F o r e s t ( f e a t u r e s , c l a s s i f i e r N a m e ) can be u s e d t o

# t r a i n a new random f o r e s t c l a s s i f i e r . C l a s s i f i e r t r a i n i n g w i l l

# a l s o o u t p u t a p r e c i s i o n − r e c a l l g r a ph

# ( i n t h i s c a s e j a s p a r −5−way−p r e c− r e c a l l . p d f ,

# and a g r a ph o f v a r i a b l e i m p o r t a n c e s

# ( ” j a s p a r −5−way− i m p o r t a n c e s . p d f ” )

# i n t h e w o r k i n g d i r e c t o r y .

f o r e s t <− tra inMetamatt iForest ( f e a tu r e s , " jaspar -5 - way " )

# A l t e r n a t i v e l y , you can r e t r i e v e a j a s p a r −5−way c l a s s i f i e r wh i c h i s

# p a c k a g e d a l o n g s i d e m e t ama t t i .

# B e c a u s e t h e t r a i n i n g s e t s a r e e x p o s e d a s s t a n d a r d R d a t a s e t s ,

# you can a l s o a c c o m p l i s h t h i s w i t h d a t a ( ” j a s p a r −5−way ” ) ’

f o r e s t <− getMetamattiForest ( " jaspar -5 - way " )

# P r e d i c t t h e c l a s s f o r t h e m o t i f s

# Note t h a t t h i s i s i n f a c t a f u n c t i o n f r om t h e r a n d o m F o r e s t p a c k a g e

# ( t h e p a c k a g e i s l o a d e d upon l o a d i n g t h e m e t a m a t t i ’ l i b r a r y )

preds <− pr ed i c t ( f e a tu r e s , f o r e s t )

4.3.5 The metamatti web server

In addition to the metamatti R package, I also created a simple web server

application for motif family prediction. This was done most importantly be-

cause the outside dependencies required for installing the R package can act as

a barrier of entry for inexperienced users, and because a web based applica-

tion makes it possible to expose the TRANSFAC family classification to outside

users (re-distributing the training data needed for it in the R package is impos-

sible due to the licensing terms). The metamatti server can be used with a

web browser (Figure 4.6) with a rather Spartan form based user interface. It

also responds to a JavaScript Object Notation (JSON1) based response format

to web service API calls. Documentation for using the web service API is in-

cluded alongside the freely available (LGPL licensed) source code of the project at

1http://www.json.org
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http://www.www.github.com/mz2/metamatti. It was implemented using Ruby

on Rails (http://www.rubyonrails.org).

A) B)

Figure 4.6: The metamatti motif classification web server. A) A screenshot of
the prediction submission form. A motif set is entered either by pasting it to the
form, uploaded as a file, or sent in a web service API call. B) A screenshot of the
prediction report view. The tabular reports can be copied and pasted from (for
instance to MS Excel), and they are also made available in a machine readable
tabular (tab separated value) format through the web service API.
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Chapter 5

Genome scale motif inference in

Saccharomyces cerevisiae

The algorithmic work presented in the previous chapters, particularly the meta-

matti motif classification framework, was partly motivated by the needs of the

sequence analysis projects in which I have been involved. One part of this has

been involvement in collaborative projects, where I have analysed human and

mouse noncoding sequence with computational regulatory motif inference, scan-

ning and statistical testing tools 1, some of which I had developed for the purpose.

The more substantial part has however been the genome scale de novo regula-

tory motif inference work with the Saccharomyces cerevisiae genome that will be

discussed in this chapter.

5.1 Background

Budding yeast is an organism of great interest for regulatory genomics, given its

small genome, amenability to genetic manipulation, and relatively simple regula-

tory mechanisms including a small total number of transcription factors (Goffeau

et al., 1996). The DNA specificity of many of its TFs has been characterised

in a combination of several high throughput in vitro studies (Badis et al., 2008;

Zhu et al., 2009), providing a high quality reference set of regulatory motifs that

1Majority of this work is now published in (Lewis et al., 2009) and Murray et al. (in press)
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are useful for comparison with de novo discoveries. Information on the genomic

binding positions for many of its TFs are also known from large scale ChIP-chip

based studies (Harbison et al., 2004; Lee et al., 2002). Gene expression studies

comparing knock-out lines for nearly all of its known sequence specific TFs to

the wild-type are available (Hu et al., 2007; Reimand et al., 2010). Furthermore,

many of the target genes of these TFs are known, as a result of the above ChIP-

chip and expression studies, and literally thousands of other primary publications

that have been manually curated (Teixeira et al., 2006). The in vivo DNA speci-

ficity of many budding yeast TFs is yet to be studied in high resolution, but

nevertheless, budding yeast currently offers the best available knowledge base of

TFs, TF target genes and binding site specificity, of any eukaryotic genome.

These resources together allow us to assess the ability of de novo motif infer-

ence algorithms to find large collections of regulatory motifs on a genome scale.

Information from this large scale study is valuable most importantly because

it indicates which of the algorithms, if any, are sufficiently accurate for complex

regulatory problems that are aplenty in large genomes of multicellular eukaryotes.

5.1.1 Genome scale motif inference

Motif inference studies have traditionally been made to infer one or more recurring

signals from a sequence set – of dozens to at most a few hundred – of sequences

assumed to be co-regulated or involved in the same biological process. The rapid

expansion in the number of complete genomes and computational power has how-

ever made it possible to use motif inference for a more ambitious goal: genome

scale inference of comprehensive motif collections or ‘dictionaries’ from a signif-

icant subset of promoter sequences of a genome. I will below review a selection

of previous literature on genome scale motif inference – both ab initio methods
1, and methods which apply gene expression or sequence conservation as a guide.

See Section 1.2 for a more general discussion of motif inference methods.

To my knowledge, the earliest motif discovery study which fits the above cri-

teria of de novo genome-scale motif inference is that of Brazma et al. (1998), who

1Ab initio suggests in this context that no other information but the reference genome
sequence and the predicted transcription start sites (putative promoter locations) are used as
input for inferring the motifs.
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predicted a series of regular expression like patterns from the S. cerevisiae genome

using the SPEXS algorithm (Vilo, 1998), in an experiment where the algorithm

was run ‘blindly’ with 6,000 upstream sequences. Assessing the significance of

the found patterns, however, proved troublesome: top scoring regular expressions

are matched to TRANSFAC binding site entries, but the authors attempted to

draw few conclusions based on the found matches, except to note the surprise

at being able to discover TFBS-like patterns with sequence information alone.

Bussemaker et al. (2000) also presented a word enumeration based study where

they found 11 known matching k-mers from a genome-wide study of S. cerevisiae

promoters.

Several large, gene expression cluster-driven motif inference studies have been

published. Among the earliest were Roth et al. (1998), who successfully recapit-

ulated motifs of some of the key regulators of galactose response, heat shock and

mating type regulatory systems in the S. cerevisiae, using the Gibbs sampling

based AlignACE algorithm. Vilo et al. (2000) on the other hand used a word

enumeration based method to find 62 clustered consensus strings reported to be

match words in the SCPD database (Zhu and Zhang, 1999). Methods that go

beyond clustering genes (and applying motif inference algorithms separately per

cluster) have also been developed: Bussemaker et al. (2001) introduced a gene

expression correlation based method REDUCE, which they apply to S. cerevisiae

cell cycle regulation (Bussemaker et al., 2001). Elemento and Tavazoie (2005) use

mutual information between gene expression patterns and the absence or pres-

ence of motifs as a means to infer cis-regulatory elements, in both mammalian,

the yeast, and the Plasmodium falciparum genomes.

Whereas gene expression patterns are useful in inferring regulators which act

in a certain state of the cell, use of sequence conservation has been used as a

general ‘cell state blind’ informant for large scale motif inference. One of the

earliest studies was Kellis et al. (2003) with a study of S. cerevisiae: a whole-

genome multiple alignment of S. cerevisiae with S. paradoxus, S. mikatae and

S. bayanus, which identified highly conserved consensus strings by clustering in-

stances of shorter ‘mini-motifs’. Amongst the 78 motifs found, 28 closely match

known TFBS consensus strings. Comparative techniques were later used by the

same authors and others (Elemento and Tavazoie, 2005; Ettwiller, 2005; Jones
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and Pevzner, 2006; Xie et al., 2005, 2007).

In conclusion, different large scale approaches to inferring cis-regulatory ele-

ments have been proposed, and several of them have been applied to the S. cere-

visiae genome. In contrast to these previous studies, my perspective to inferring

motif dictionaries from the budding yeast is primarily to find out how different

previously published algorithms perform at this task, rather than setting out to

discover novel functional motifs. This assessment is now made possible due to

the availability of regulatory motifs, and sets of target genes for many of the

budding yeast TFs. This is important, because performance of de novo motif in-

ference methods have not previously been systematically assessed on biologically

relevant, realistic problems.

5.1.2 Performance inference method assessments

Publications describing regulatory motif inference algorithms typically contain a

comparison of the algorithm introduced with at least some previously published

ones. Standard assessment criteria or benchmark datasets have not surfaced, and

new methods are often compared only with a small number of common existing

methods, so it is not always clear how they compare with the state of the art. An

objective assessment of the merits of the hundreds of different available algorithms

is therefore difficult. To my knowledge, the most comprehensive de novo motif

inference algorithm benchmark, involving 13 different methods and discussed in

more detail below, has been conducted by Tompa et al. (2005). As more and more

motif inference methods are published on top of the hundreds already available,

being able to assess the performance of methods relative to each other becomes

increasingly important.

Two types of approaches have been used in previous literature for ranking

methods:

1. Finding TFBSs motifs from motifs from well studied collections of cis-

regulatory elements (Ao et al., 2004; Liu et al., 2002; Roth et al., 1998;

Thijs et al., 2002).

2. Finding TFBS motifs from synthetic sequence created by planting, or ‘spik-

ing’ motifs into background sequence. The background is usually some neu-
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tral sequence thought to be devoid of other motifs (e.g. intronic sequence).

This approach is taken for instance by Down and Hubbard (2005); Pevzner

and Sze (2000); Workman and Stormo (2000).

Measuring the performance of algorithms in either of the above cases is done

most often by counting instances of motifs above some significance level, and

comparing the overlap of the list of predicted motif instances to a reference bind-

ing site collection. The reference is either a set of known sites, if the assessment

is made with real sequence, or a known set of planted instances of the target

motif in the case of synthetic sequence. Some commonly used metrics derived

from comparing binding site matches on nucleotide and binding site level are

discussed below in Section 5.1.3. Testing a motif discovery algorithm in its ca-

pacity to find motifs from unmodified biological sequence would perhaps seem

as the most intuitive approach. However, to date, performance assessment with

unmodified biological sequence has been limited to small numbers of individual

genomic regions because of our limited knowledge of regulatory regions. Per-

haps for this reason, synthetic regulatory sequence is often used, and is also the

primary type of sequence used in the Tompa et al. (2005) assessment, detailed

below. Regardless of the sequence type, the above assessment criteria also make

the assumption that a motif inference algorithm should be able to partition se-

quences into binding sites and background sequence. The appropriateness of this

partitioning assumption is also discussed below.

5.1.3 The Tompa et al. (2005) assessment

Tompa et al. (2005) compared 13 different motif inference methods in their ability

to predict motif binding sites from mostly synthetic promoter sequence sets. The

authors assessed the algorithms with summary statistics derived from motif hit

instances predicted in the sequences. A thorough review of the assessment is

provided here, because it is the most comprehensive performance assessment of

its kind, and has been influential for performance assessments presented in later

publications. It also suffers from a number of self-professed flaws, some of which

I intend to address in the present work.

The binding site sequences used in their assessment were retrieved from the
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TRANSFAC database (Matys et al., 2006), and inserted into a mixture of the

types of background sequences: 1) randomly chosen promoter sequences from the

same genome, or 2) sequences generated from a 3rd order Markov chain. Unmod-

ified binding site sequences are used in a third type of benchmark dataset. In

total, 52 datasets were created for different TFs of fly, human, mouse, rat and

yeast (one dataset per TF), and four negative control sequence sets created from

the Markov chain background were added to the set. The benefit of testing al-

gorithms with synthetic sequences (types 2 and 3) is the controlled environment

they provide: inserted binding site positions are known, and motif frequency or

sequence length can be varied at will. This is the reason that a benchmark with

synthetic sequences, consisting of sampled TFBS hits in intronic background se-

quence, is also used in my work in Chapter 3 to allow the known motif frequency

(sequence length) to be varied in a predictable way. Making sure that synthetic

benchmarking sequence sets are realistic is not possible, especially in a genome

scale problem, because of our limited understanding of regulatory sequences. In

this case the background sequence is sampled from a 3rd order Markov chain

(trained from genomic sequence) in the Tompa et al. (2005) assessment are al-

most certainly not closely related to real promoter sequence in their properties

(nucleotide content in genomic sequence varies in discrete regions, as discussed

in Section 1.3.3).

At the nucleotide level, four types of measurements were defined, to measure

the overlap of real binding sites with those predicted:

• nTP: the number of nucleotide positions in both known sites and predicted

sites.

• nFN: the number of nucleotide positions in known sites but not in predicted

sites.

• nFP: the number of nucleotide positions not in known sites but in predicted

sites.

• nTN: the number of nucleotide positions in neither known sites nor pre-

dicted sites.
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Similar metrics were also defined for binding site overlap, with an arbitrarily

chosen 25% overlap required between the nucleotides of the sites to be considered

overlapping.

Tompa et al. (2005) then defined a number of further statistics based on

nTP , nFN , nFP , nTN . Firstly, sensitivity nSn, specificity nSp, and positive

predictive value nPPV :

nSn = nTP/nTP + nFN (5.1)

nSp = nTN/(nTN + nFP ) (5.2)

nPPV = nTP/(nTP + nFP ) (5.3)

A nucleotide level performance coefficient nPC, intended to “in some sense

average (some of) [the above] quantities”, is also reported (Equation 5.4), follow-

ing the work of Pevzner and Sze (2000).

nPC = nTP/(nTP + nFN + nFP ) (5.4)

Following Burset and Guigó (1996), the authors also report a nucleotide level

Pearson product-moment correlation coefficient (Equation 5.5), and an average

site performance sASP (Equation 5.6).

nCC =
nTP × nTN − nFN × nFP√

(nTP + nFN)(nTN + nFP )(nTP + nFP )(nTN + nFN)
(5.5)

sASP = (sSn+ sPPV )/2 (5.6)

The measures nSn, nSp, nPPV , nPC, nCC, sASP are then summarised

in three different ways per tool across the datasets: either as an average, as

a Z-score, or a ‘combined’ weighted average score where all the measures are

computed as if the real and predicted sites were part of one large dataset instead

of 56 individual ones. Most of the chosen performance measures however present

problems with the four negative control datasets with no motifs: nSn, nCC,
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sASP are not defined, and nPPV , nPC and sPPV are uninformative. Most

troubling however is that when a tool makes no prediction in datasets containing

motif instances, TP + FP = 0, causing nPPV , nCC, sPPV to be undefined

and nSn, nPC and sSN to be uninformative. The ‘combined’ average score

works around this to the extent where these predictions consisting of entirely

false negative predictions do not contribute at all. The score does however still

penalise methods which make a small number of false positive prediction against

those which attempt to make no predictions whatsoever (also pointed out by the

authors). The statistics used also leave no intuition for how any of the tools

performed on any individual dataset, and no guidance is given by the authors for

the interpretation or relative importance of the various different measures.

A further problem with the above performance measures is that if the binding

site positions called either positive or negative for a predicted binding event are

dramatically affected by the motif significance thresholds used (high significance

cutoff increases the false positive rate). Indeed, given that different experts ran

the experiments, it is possible that this assessment tested not only the ability to

detect recurring motifs with different algorithms, but also the stringency and pa-

rameter choices involved in deciding which of the potential binding site matches

to report based on the inferred motifs. The problem of inferring a motif, and

finding its binding site matches are independent in the formulation used by many

motif inference algorithms. Some Bayesian motif inference algorithms do not in

fact report individual binding site matches as part of the motif inference pro-

cess (Down and Hubbard, 2005). Furthermore, when the above binding site level

measures are computed for real promoter sequence with experimentally deter-

mined TFBSs, the quality of binding site data affects all of the above-mentioned

measures. For example, some of the false positives can in fact be true, unknown

binding sites.

The authors cite several gene finding assessments (Burge and Karlin, 1997;

Burset and Guigó, 1996; Reese et al., 2000) as the inspiration for their approach.

In those studies protein coding gene models are inserted to large sets of vertebrate

sequence. I question the analogy between gene finding and TFBS finding, and

advocate the use of comparison of motifs, rather than comparison of individual

motif matches, as the primary means to benchmark motif inference performance.
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TFBSs are several orders of magnitude shorter and lower in information, tran-

sient and turned over during evolutionary time scale, tend to co-occur, and vary

in frequency and stringency of matches, depending on the TFBS in ways that

are not well understood (see Section 1.1). Furthermore, weak binding sites which

can be very ‘distant’ matches to the motif, and therefore both difficult to find

experimentally or by scanning computational motifs, can also contribute to reg-

ulatory responses (Gertz et al., 2009). A motif match alone does not determine

if a genomic position binds a TF or not; other levels of information relevant for

regulation is stored in genomes, including for instance tissue specific epigenetic

marks and the DNA melting propensity. Making use of such additional sources

of evidence substantially improves classification of sites as either binding or non-

binding Ernst et al. (2010); Lähdesmäki et al. (2008); Ramsey et al. (2010). For

many eukaryotic TFs, even a perfect motif inference algorithm cannot predict its

binding sites accurately, in turn raising questions about the use of binding site

or nucleotide level based methods for their performance assessment.

The authors required the experts applying prediction methods to report a

single high confidence prediction. Especially when inferring motifs from real-

world genomic sequence, one cannot be sure of the absence of unexpected ‘real’

sequence motifs, which a good computational motif prediction tools should in

fact be able to report. Indeed, the authors also state that “no attempt was made

to eliminate sequences that might contain additional transcription factor binding

sites, since our ability to identify such sites accurately is limited.” Therefore,

methods which were (correctly) able to report additional motifs present in the

sequence, but where the genomic matches of the correct motif was not submitted

for analysis, can in fact be penalised for it heavily, perhaps explaining in part the

reportedly bad prediction performance seen with the real sequences. Inferring

motifs, and ranking them, should be considered independently. I would argue also

that the algorithm assessment should be made with a collection of inferred motifs

per method, instead of a single motif per method. Otherwise the assessment

measures, in part, the correctness of post-processing and motif ranking steps

which can be made by the experts – and were not detailed by the authors.

In conclusion, the design of the Tompa et al. (2005) study suffers from certain

troubling assumptions and sources of potential bias. It is also inconclusive; the
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authors do not offer direct advice or a ranking of methods based on the measures,

and point out many of the study’s shortcomings also themselves. To my surprise,

I have been unable to find later performance assessments which would directly

try to address these shortcomings, apart from Li and Tompa (2006); Sandve

et al. (2007) who mostly confirm problems apparent in the Tompa et al. (2005)

assessment, but do not offer a new thorough assessment. On the contrary, several

motif inference method publications after this paper have used the same statistical

measures or synthetic datasets provided by Tompa et al. (2005), as supporting

evidence for the favourable performance of their computational tools to previous

work (Chan et al., 2009; Fauteux et al., 2008; Gunewardena and Zhang, 2008; Hu

et al., 2006; Klepper et al., 2008; Lu et al., 2008; Peng et al., 2006; Reddy et al.,

2007; Robinson et al., 2006; Sandve et al., 2008; Wang and Zhang, 2006; Wijaya

et al., 2008; Zare-Mirakabad et al., 2009).

5.2 Materials & Method

This project had two phases: running a number of DNA motif inference algo-

rithms on a large series of genomic sequence, and then assessing the discovered

motifs. The sections below firstly describe the sequence sets used in the project

(Section 5.2.1), before giving an account of the tested motif inference algorithms

(Section 5.2.2). The remaining sections then detail the methodology of the var-

ious analyses conducted on the predicted motif sets. Notably, the performance

assessment of methods is made in a parameter free manner when possible. Motif

scanning with a motif hit significance cutoff parameter is done primarily for ex-

ploration of the data, for instance to find subsets of potentially interesting motifs

which do not match the reference motif sets (Section 5.3.6.4).

5.2.1 Sequence and annotation retrieval

The S. cerevisiae promoter sequence used in all motif inference runs consisted

of 200 base long upstream sequences from 1,000 randomly chosen protein cod-

ing genes with 5-way orthologs between the hemiascomycetous yeast species S.

cerevisiae, Candida glabrata, Kluyveromyces lactis, Debaryomyces hansenii and
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Yarrowia lipolytica. These sequence sets were collated by Dr Thomas Down.

Briefly, Ensembl Compara (Birney et al., 2004) formatted database schemas were

created of the genomic sequence data retrieved from the hemiascomycete compar-

ative genomics database Genolevures (Sherman et al., 2004). BLASTP (Altschul

and Gish, 1996) and reciprocal matching was then used to assign orthology be-

tween genes. S. cerevisiae sequences for orthologous genes were then retrieved,

and a randomly selected subset of 1,000 200 bases long promoters chosen from

the subset (other organisms were only used for selecting candidate genes).

I fetched additional sequence sets from the Ensembl database Hubbard et al.

(2009) for the purposes of assessing the motifs (e.g. positional bias in Section

5.2.7.1, or the conservation analysis in Section 5.3.6.1). Most sequence fetching

tasks were done from the Ensembl database with tools which I created with Dr

Thomas Downs help using the BioJava toolkit Holland et al. (2008). Sequences

for the assessment originated from version 57 of the Ensembl Core database. An

usage example for the nmensemblseq retrieval tool is provided below:

nmensemblseq \
−database s a c c h a r o m y c e s c e r e v i s i a e c o r e 5 7 1 j \
−host ensembldb . ensembl . org \
−user anonymous \
−port 5306 −noRepeatMask \
−noExc ludeTrans lat ions \
−prote inCoding −known \
−fivePrimeUTR 500 0 −type p ro t e i n c o d i n g

The genomic coordinates for the sequence regions were also retrieved for the

sequences, similarly using nmensemblseq, by adding the command line flag

-outputType gff. A more thorough tutorial on using this utility, as well as some

of the others included in the nmica-extra package I created during my project,

are provided in Appendix B. The sequence retrieval tools were also integrated

with the iMotifs sequence motif visualization and inference environment which I

created during my project (Piipari et al., 2010b) (Figure 5.1A,B).
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A) B)

Figure 5.1: The sequence retrieval tools included in iMotifs. A) Configuration
dialog for the 5 / 3 UTR sequence retrieval tool nmensemblseq. B) Configuration
dialog for the GFF/BED sequence feature and ChIP-seq peak retrieval tools
(nmensemblfeat and nmensemblpeakseq).
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5.2.2 Motif inference

I tested predicting motifs with all of the thirteen motif inference algorithms

from the Tompa et al. (2005) assessment, as well as SOMBRERO (Mahony

et al., 2005b), PRIORITY (Narlikar et al., 2006), MoAn (Valen et al., 2009)

and BayesMD (Tang et al., 2008). The Tompa et al. (2005) methods were chosen

because it is perhaps the most comprehensive assessment to date, and the ad-

ditional methods (NestedMICA, SOMBRERO, PRIORITY, BayesMD, MoAn)

were tested because of their reported favourable performance in comparison to

those tested in Tompa et al. (2005). The input parameters used for all of the

successfully run algorithms are described in Appendix C. All inference experi-

ments were made with the random orthologous promoter sequence set detailed

in Section 5.2.1. If possible, each algorithm was made to predict 200 motifs. In

case this was not possible, the largest motif set output by the tool was used for

evaluation.

The PWMs output by each of the programs were converted to the XMS for-

mat used by the NestedMICA suite and iMotifs, with scripts that use the libxms

Ruby bindings which I wrote Piipari et al. (2010b). Two of the algorithms which

successfully returned results use a consensus string representation of their out-

put (YMF and Oligoanalysis). These were converted to a PWM representation,

applying a very small pseudo-count of 0.001 to the motifs.

I ran all of the motif inference programs myself after consulting the publica-

tions describing the algorithms, and other available documentation regarding each

of them. This is in contrast with the Tompa et al. (2005) assessment, which was a

large collaborative project where outside experts (the authors of the algorithms)

created the motif predictions, which were assessed independently.

Conservation of noncoding sequence has been applied in some earlier studies

as a means of selecting candidate sequences for motif inference (Elemento and

Tavazoie, 2005; Hardison, 2000; Kellis et al., 2003; Xie et al., 2005). However,

I decided not to choose or weight promoter sequences for my study according

to conservation. There were several reasons for this decision. Firstly, leaving

sequence conservation aside from the motif inference step allows it to be used

as an independent way of assessing the motifs. Secondly, the traditional con-
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servation scoring methods, such as the PhastCons (Siepel et al., 2005) used in

the present study, assume an alignment between the sequences; given the small

alphabet size of DNA, and repetitive nature of genomic sequence, alignment er-

rors are inevitable. Thirdly, biologically active TFBSs are known to be turned

over quickly, and some experience near to neutral mutation rates (Kunarso et al.,

2010; Schmidt et al., 2010). Although success has been reported in studies us-

ing conservation as a criterion of choosing motifs amongst candidates (Xie et al.,

2005), it does not always lead to detection of correct ones. For instance, Li et al.

(2005) suggest that a simple conservation based significance score would lead to

the selection of an incorrect TFBS motif in 28% of cases with yeast ChIP-chip

data of Lee et al. (2002).

The rate of binding site turnover has been studied in high resolution with

ChIP-seq assaying in the CEBPA and HNF4A transcription factors, which are

strongly conserved across placental mammals (Schmidt et al., 2010). Less than

0.3% of binding events were shown to be conserved in all assayed species. A study

by Kunarso et al. (2010) finds that in the case of Oct4 and Nanog, 2.0% of sites are

conserved in sequence. The binding regions however are functionally conserved at

a much higher rate of between 50% and 10% depending on the chosen stringency

of statistical significance. The strength of binding was not seen to associate with

conservation, suggesting that the wide binding site spectrum of TFs is important

(Schmidt et al., 2010), and that weak binding sites can have a biological effect.

Several studies of human (Kasowski et al., 2010; McDaniell et al., 2010) and

yeast (Zheng et al., 2010) individuals and related yeast species (Borneman et al.,

2007) have shown results pointing in the same direction: individual TFBS events

undergo rapid divergence, but a weak conservation signal tends to be found from

a collection of TFBSs. The excess conservation of motifs is considered here,

in combination with other lines of evidence, as a potential sign of function for

computationally predicted motifs.

5.2.2.1 Unsuccessfully run algorithms

Several motif inference programs which were assessed in the Tompa et al. (2005)

assessment by the authors of each of the algorithms were unsuccessfully attempted
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to be used in the assessment, due to various reasons. Firstly, ANN-SPEC (Work-

man and Stormo, 2000) and Improbizer (Ao et al., 2004) are not distributed

in binary or source code form without request from their authors, and the web

servers provided are not suitable for discovering motifs on a genome scale. MI-

TRA (Eskin and Pevzner, 2002) was not available at the URL noted by the

authors1, and no suitable online prediction server was found. QuickScore (Eg-

nier, 2004) is only available as an online prediction server, and it was found not

to handle the large (200,000nt) input sequence size. CONSENSUS (Hertz and

Stormo, 1999) failed to compile on either 32 or 64 bit Linux or Mac OS X with

the available compiler versions (gcc 4.2 and 4.3), and I was unable to find a binary

distribution, or an online CONSENSUS prediction server suitable for the large

analysis task at hand.

MoAn (Valen et al., 2009), PRIORITY (Narlikar et al., 2006), and SeSiMCMC

(Favorov et al., 2005) were each successfully run with example data sets, but each

only allowed for a single motif to be estimated.

BioProspector (Liu et al., 2001) was attempted to be run (BioProspector -i

orthologs-sc-1000.fa -r 200 -f yeast_all.bg -n 100 -h 1). The cur-

rently distributed version of the program2 does not parse the FASTA files used

in the assessment. The file did appear to conform to the required variant of

the file format given in the program’s example file, and all of the other at-

tempted tools processed it without problems. Furthermore, the BioProspec-

tor web server (http://robotics.stanford.edu/ xsliu/BioProspector/) only allows

reporting a maximum of ten motifs (and its documentation specifically warns

against specifying too large an input sequence set), which made it inapplicable

for this benchmark (the target is 200 motifs). The same reason also made it

impossible to run MDscan from the same authors (Liu et al., 2002) 3.

The Bayesian motif inference method BayesMD, which reportedly performs

better with long promoter sequence than NestedMICA (Tang et al., 2008), was

also tested, but it failed to report any output motifs due to persistently running

1http://www.cs.columbia.edu/compbio/mitra
2‘BioProspector.2004.zip’, downloaded 1st June, 2010 from http://motif.stanford.edu/

distributions/bioprospector/)
3‘MDScan.2004.zip’, download made 1st June, 2010 from

http://motif.stanford.edu/distributions/mdscan/
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out of runtime memory, even with cluster nodes with 15.5G of allocatable memory.

5.2.3 Motif comparison

The computationally inferred S. cerevisiae motifs were compared to two differ-

ent, partially overlapping reference sets of regulatory motifs: the JASPAR 2010

database (Portales-Casamar et al., 2010), and the Zhu et al. (2009) PBM motifs

(some of which are included in the JASPAR dataset). The discovered motifs were

also compared against one another to measure the level of redundancy across the

sets.

To study the capacity of each of the motif inference methods to detect motifs

that resemble known regulatory motifs, I compared them to motifs in the JAS-

PAR 2010 database (Portales-Casamar et al., 2010). The JASPAR fungal motif

dataset was chosen as the primary gold standard comparison set because it cov-

ers the great majority of all S. cerevisiae transcription factor motifs (177 TFBS

non-redundant motifs in the database). It is an open access database, and its

curation appears to be of more uniform quality than its competitor TRANSFAC

which suffers from infrequent missing annotations such as species or publication

references. Furthermore, JASPAR 2010, unlike previous versions of the database,

includes a high coverage, non-redundant 1 set of S. cerevisiae motifs. The dataset

originates mostly from two large scale studies; The single largest set included, and

one preferred by Portales-Casamar et al. (2010) in case of conflicts, is the set of

motifs from a study by Badis et al. (2008). This study includes data for a total

of 112 TFs (107 of which are included in the non-redundant dataset, see Figure

5.2) from a combination of universal protein binding microarray assays (Berger

et al., 2006; Mintseris and Eisen, 2006), cognate site identifier (CSI) microarrays

(Warren et al., 2006), and DIP-chip (Liu et al., 2005) assays. The second large

dataset included in JASPAR 2010 is the PBM based study by Zhu et al. (2009) (89

motifs). The remaining motifs from two datasets containing primarily literature

based motifs from the SCPD binding profile database and literature (Zhu and

Zhang, 1999),and the ChIP-chip based SwissRegulon database (Pachkov et al.,

1In this context, non-redundant means that only one motif prediction is included in the set
for each TF.
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2007) as well as computationally inferred motif dataset from the genome-wide

ChIP-chip study of S. cerevisiae by MacIsaac et al. (2006). The motif com-

parisons presented in this chapter rely on these original studies and the manual

curation conducted for the JASPAR database.
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Figure 5.2: The number of motifs from different experimental sources in the JAS-
PAR 2010 non-redundant fungal motif dataset. Note that some datasets contain
motifs for TFs covered by other datasets. The PBM/CSA/Dip-chip dataset of
Badis et al. (2008) for example contains in total 112 motifs, but only 107 of these
are used in the non-redundant dataset by Portales-Casamar et al. (2010).

I also compared the inferred motifs to the Zhu et al. (2009) PBM motifs

because they form the highest coverage regulatory motif dataset originating from

a single type of experiment in the S. cerevisiae; the Badis et al. (2008) dataset

with 112 motifs is in fact larger than the 89 motifs estimated by Zhu et al. (2009),

but Badis et al. (2008) apply a combination of three different high-throughput

methods, rather than one. A reference dataset additional to JASPAR was useful

also because some of the JASPAR motifs could in fact originate from one of

the tested algorithms (the 25 ChIP-on-chip and 18 ‘other’ motifs in JASPAR

are suspect). In contrast, the Zhu et al. (2009) motifs are all estimated from

PBM data with the Seed-and-wobble algorithm (Berger et al., 2006), and these

data should therefore not suffer from circularity in the comparison of the de novo
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predictions to a reference.

5.2.3.1 Motif clustering with the SSD metric

The pairwise sum of squared differences (SSD) metric between PWMs, intro-

duced by Down et al. (2007) (Equation 2.7 in Section 2.2.3), was computed sys-

tematically between all pairs of motifs. The distance matrix between all inferred

motifs and JASPAR reference motifs were computed. Motif-to-motif distances

allowed probing the redundancy of motifs within inferred sets with complete link-

age clustering (Johnson, 1967). All motif sets were also clustered together with

the JASPAR reference set, to summarise and visualise the trends in motif types

found by each of the algorithms.

5.2.4 Motif scanning

After predicting sequence motifs with a selection of motif inference algorithms

from the putative S. cerevisiae promoters, I scanned all putative promoter se-

quences of lengths 200bp, 500bp and 2000bp for the inferred motifs using the

nmscan program included in the NestedMICA suite (Down and Hubbard, 2005).

Sequences on the reverse strand with respect to the reference genome were reverse-

complemented. The 200bp and 500bp sequence ends were aligned to the TSS.

2000bp sequences were centered on the TSS (i.e. they contain 1000bp upstream

and 1000bp downstream sequence). The motif bit score function evaluated by

nmscan for all PWMs W at positions p in sequence S is explained in Section

1.2.1 (Equation 1.1).

I also scanned all the sequences again to report the maximum bit score

achieved in 200nt and 500nt upstream sequence regions of all S. cerevisiae genes

(the -maxPerSeq mode in nmscan). Maximum bit scores were computed because

they allow a parameter free comparison of score distributions between groups of

promoters (genes). In Section 5.2.6 the maximum bit scores achieved by promot-

ers are used to compare putative target genes of TFs to non-target genes (to see

if the maximum bit scores discriminate TF targets from non-targets).

The match positions identified are dependent on the choice of the bit score

threshold chosen for each of the motifs. Finding a meaningful statistical measure
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of significance for motifs found from genomic DNA sequence itself is an active

research problem. Approximate (Thijs et al., 2001) and even exact P -value cal-

culation of PWM matches in DNA sequence (Zhang et al., 2007) is possible for

PWMs given a sequence background with independent and identically distributed

(i.i.d.) nucleotides, but i.i.d. is not a realistic model of background genomic DNA

(Section 1.3.3). I therefore used a method for assigning the significance threshold

of motif hits which can account for varying DNA dinucleotide content (Down

et al., 2007).

In brief, the significance scores are computed with respect to a 1st order mosaic

sequence background model. I compare the score distribution of k-mers drawn

from a 1st order Mosaic sequence background model to the motif matches in each

bin (both the expected and the observed score distribution are binned on 1 bit

intervals). The benefit of this approach is that it allows a comparison to be made

to a more representative background model of nucleotide sequence than what is

commonly done (with a GC-content based background model). The drawback

is that the computation is not exact, and the scores are reliant on the score bin

sizes, and the total number of hits. This led to some difficulties, particularly with

the motifs output by MEME, which are discussed below.

The total number of motif hits identified at different confidence thresholds

varies dramatically. For instance, in the case of the 200 motifs predicted by

NestedMICA, the total genomic hit count in 200 base upstream sequences ranges

from 47, 312 with the 0.01 confidence threshold to 139, 312 hits with the 0.05

threshold. All analyses presented here were made with a stringent 0.01 cutoff.

5.2.5 Predicted binding site overlap

I computed the overlap between matches of different motifs within the inferred

sets, and with the JASPAR database motifs, with a score similar to the one used

by (Down et al., 2007) (Equation 5.7). In brief, the overlap score O, between

binding sites B1 of motif 1 and binding sites B2 of motif 2, is the fraction of

overlapping predicted sites which are hits for motif 1. O is 0 when the sets are

disjunct, and 1 when a motif matches all of the other ones sites.
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O =
|B1 ∩B2|

min(|B1|, |B2|)
(5.7)

This allows the detection of similar motifs within the inferred motif sets, and

also between the inferred and the experimentally validated JASPAR motifs. The

overlap scores were considered for binding sites at the 0.01 significance cutoff (see

Section 5.2.4 for discussion of determining motif hit significance). Overlapping

motifs were analysed in an orientation independent manner, simply as chromoso-

mal coordinate ranges with no strand information. This was done because all of

the motif inference algorithms were run in a mode which allows for matches of a

motif to occur in either orientation.

5.2.6 Association of motif hits to transcription factor tar-

get genes

A set of target genes is known for the great majority of S. cerevisiae regulatory

TFs. For many of them, there is also an experimentally verified DNA motif in

the JASPAR database. This makes it possible to judge if high-scoring matches

of the predicted motifs distinguish target promoters of their likely TFs from

non-target promoters. That is, for each computationally predicted motif with

a closely related known TFBS motif, I test if the distribution of its maximum

scoring occurrences differs between targets of the likely TF genes, and non-target

genes.

I considered three different TF target gene datasets in this work. These

datasets were:

1. YEAst Search for Transcriptional Regulators And Consensus Tracking

database (Teixeira et al., 2006). Introduced in Section 5.2.6.1.

2. TF target calls from a reanalysis (Reimand et al., 2010) of a sequence

specific TF knockout expression dataset Hu et al. (2007). Introduced in

Section 5.2.6.2.

3. The Harbison et al. (2004) dataset of genome-wide location analysis by

ChIP-chip (Iyer et al., 2001; Lieb et al., 2001). Introduced in Section 5.2.6.3.
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For all of the target gene sets (introduced below), I extracted the curated TF–

target dataset for all of the factors which also had a corresponding motif available

in the JASPAR database. For each of these JASPAR motifs, I then calculated

the closest motif from each predicted motif set (using the SSD distance metric

by Down et al. (2007)). Maximum bit scores of the computationally predicted

motifs were then compared in 500 base upstream regions of the S. cerevisiae

genome using a two-sample single-tailed Kolmogorov-Smirnov (KS) test. The

target genes of the TF, and the non-target genes, were the two different sets

whose maximum bit score distributions were compared for each motif. In the

KS test a low p-value indicates skewing of the bit score distribution of TF target

promoters to the high bit-score end when compared to non-target genes. In

addition to the two-sample KS-test, the rank-based two-sample Mann-Whitney

(MW) test was computed for the maximum bit score distributions to see if the

ranks of the maximum motif bit scores would be higher amongst the TF target

genes. The non-parametric KS and MW tests were used due to the non-normal

shape of the maximum bit score distribution.

5.2.6.1 YEASTRACT

YEAst Search for Transcriptional Regulators And Consensus Tracking database

is a curated repository of transcriptional regulatory interactions in the S. cere-

visiae genome (Teixeira et al., 2006). It currently collates a total of 12,346 TF–

target associations for 149 TFs, each derived from one of a number of possible

experimental sources, described in as many as 861 primary publications (down-

load date 18/3/2010). The possible lines of evidence accepted as support of a

target association in it are either:

1. change in the expression of the gene of interest owing to deletion or muta-

tion of the TF gene (as measured by either gene by gene or genome-wide

microarray).

2. binding of the transcription factor to the promoter region of the target gene,

as supported by a band-shift assay (Fried and Crothers, 1981a), DNAse

footprinting (Brenowitz et al., 1986), or ChIP assaying (Harbison et al.,

2004).
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In other words, the evidence sources in this dataset range from detailed in-

dividual genetic or physical interaction studies to high throughput ChIP-chip

experiments.

5.2.6.2 Reimand et al. (2010) TF knockout and expression data based

target set

Reimand et al. (2010) present a reanalysis of the sequence specific TF knockout

expression dataset by Hu et al. (2007) of 269 sequence specific regulatory factors,

including both general and specific TFs and factors involved in regulating chro-

matin state. The re-analysed dataset applied a series of corrections and process-

ing steps to the expression data which were not made by original authors. These

include a correction for non-specific background and print-tips (Huber et al.,

2002), as well as correction for multiple-testing which was not made by false-

discovery rate estimates (Reiner et al., 2003). TF target calls made by Reimand

et al. (2010) were downloaded from the ArrayExpress database (Parkinson et al.,

2009). Genes called as targets for a TF have a highly significant expression dif-

ference between the knock-out and the wild-type, with a 0.05 p-value cutoff. The

problem of possible indirect targets being included amongst the predicted target

genes is however not directly addressed by Reimand et al. (2010).

5.2.6.3 Harbison et al. (2004) ChIP-chip dataset

The Harbison et al. (2004) dataset of genomic occupancy of 203 TFs is a result of

genome-wide location analysis by ChIP-chip (Iyer et al., 2001; Lieb et al., 2001).

They made measurements in a number of growth conditions (1 to 12 conditions,

depending on the TF). I use a re-analysis of the Harbison et al. (2004) dataset by

MacIsaac et al. (2006). This dataset contains lists of ORFs likely to be regulated

by the TFs, based on conservation in other related yeasts, and a significance

cutoff of the signals identified close to the ORFs in the ChIP-chip measurements.

The analysis I present was made with the most stringent dataset provided by

MacIsaac et al. (2006): ChIP-chip signal significance p < 0.001, with the binding

site conserved in at least 2 other yeast species.
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5.2.6.4 Relationship between discovered motifs and inter-species se-

quence conservation

The relationship between discovered motifs and sequence conservation were stud-

ied with 7-way phastCons conservation scores (Nielsen, 2005; Siepel et al., 2005)

derived of an alignment of the S. cerevisiae genome with genomes of six other

Saccharomyces species (S. paradoxus, S. kudriavzeii, S. bayanus, S. castelli, and S.

kluyveri). The phastCons scores were retrieved from the UCSC Genome Browser

FTP server (sacCer2 conservation track, available at ftp://hgdownload.cse.

ucsc.edu/goldenPath/sacCer1/phastCons/, downloaded on 12/02/2010).

The conservation scores of motif match positions at the stringent confidence

cutoff of 0.01 were contrasted with phastCons scores of 10,000 randomly sampled

intergenic regions of the same lengths (10,000 regions were sampled at all lengths

between 6 and 20 nucleotides). The random intergenic regions were sampled and

retrieved from Ensembl (Hubbard et al., 2009) with the help of tools I wrote as

part of the project. See Appendix B for usage examples for some of the tools

included in the nmica-extra toolkit. The difference in conservation score distribu-

tions of the motif matches and random intergenic sequences were measured with

the single-tailed two-sample Kolmogorov-Smirnov test.

5.2.7 Relationship between discovered motifs and sequence

variation in cerevisiae strains

The S. cerevisiae reference genome was the first eukaryotic genome to be pub-

lished (Goffeau et al., 1996; Mewes et al., 1997). Because the budding yeast is

so amenable for genomic study and manipulation, and because its association to

human activity and migration, its genetic variation in and between its different

populations has also been studied. Large genetic studies began from typing mi-

crosatellites of over 600 S. cerevisiae strains (Legras et al., 2007). In this work I

however use the more recent whole genome sequencing data from 42 S. cerevisiae

strains conducted by the Saccharomyces genome resequencing project (SGRP)

(Liti et al., 2009). This study presents the 1x to 4x coverage whole-genome cap-

illary sequencing of the S. cerevisiae strains. Genotypes reported by Liti et al.

(2009) for individual positions in the multiply aligned strains were imputed using
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ancestral recombination graphs (Minichiello and Durbin, 2006) and the sequenc-

ing traces, instead of ‘trusting’ the base calls alone. On top of the low coverage

sequence, the PALAS alignment method built for assembling and aligning the

low coverage sequences is not a principled, probabilistic method with predictable

properties, but instead an ad hoc iterative algorithm. The common occurrence of

binding sites with large numbers of mismatches in aligned binding site matches

suggested that alignment errors were prevalent (Edmund Duesbury, personal com-

munication), especially between the S. cerevisie and paradoxus strains. Because

of the limitations of the low coverage data and the SNP calls derived from it, I

resorted to a simple comparative study between the SNP rates in binding sites

when compared to intergenic sequence, with the aim of detecting motifs with

likely function (those which show lower SNP rate than intergenic sequence). Only

the S. cerevisiae strains were considered (no S. paradoxus strains), with two or

less SNPs per regions of interest, as well as filtering out SNPs with less than

1 × 10−6 error probability. Putative TFBS matches with more than two SNPs

were rejected because they are most likely caused by misalignments.

I applied a simple bootstrapping based statistical test to assess the significance

of the difference of SNP rates seen in motif matches and random intergenic regions

of the matching length. This was done for each predicted motif by counting the

number of SNPs in a randomly chosen sub-selection of binding sites of the same

length as the motif, and repeating this 10,000 times. The number of binding sites

in each of the 10,000 random intergenic region sets was matched to the number of

motif hits above the significance cutoff of 0.01. The significance score was derived

as the fraction of the 10,000 sets where the mean SNP rate was higher than that

observed for the motif’s binding sites. Higher coverage Solexa based resequencing

data, which (at the time of writing) is expected soon, could allow a more detailed

analysis, for instance using the mutation spectra of motifs.

5.2.7.1 Positional bias of motifs

Regulatory motifs often match positions close to transcription start sites. Many

cases of characteristic positional biases have been described for TFs, especially

for elements bound by the general TFs, such as TATA-box (at around -30) or the

122



B-recognition element (BRE) which is found immediately upstream from TATA

(Lagrange et al., 1998). An inverse linear association between the distance of

the binding site to the TSS and its effect on gene expression has been suggested

based on an in vivo study of factors acting in the liver and the immune system

(MacIsaac et al., 2010). An earlier in vitro study of differently spaced Gal4

activator sites upstream to Gal4 also suggest a simple inverse relation between

the distance of binding site to the transcription start site and its gene expression

activating effect (Ross et al., 2000). I therefore analysed the positional bias of

the computationally discovered motifs as an indicator of potential function.

I counted the motif matches in all matches overlapping 100-base windows

between -1000 to 1000 from the TSS of all known protein-coding genes in the S.

cerevisiae genome, and tested for the enrichment of sites within the region -500–0

with respect to the TSS, compared to sequence regions outside this window. I

used the exact one tailed binomial test with the null hypothesis success probability

of 0.25 (the interval -500 to 0 covers a quarter of the 2000 base sequence length

of interest). The interval was chosen because it is expected to contain the great

majority of S. cerevisiae TFBSs (Venters and Pugh, 2008).

5.2.8 Classification of motifs with metamatti

Metamotifs were constructed from the JASPAR 2010 motif dataset similarly as

described in chapter 4: motifs were labelled with their structural class, and clus-

tered at cutoff 4.0 (complete linkage clustering) using the SSD metric from Down

et al. (2007). However, in this classification exercise I did not use the structural

classification terminology from the TRANSFAC database, but instead the bind-

ing structural mode taxonomy introduced by Luscombe et al. (2000), which is

included for majority of motifs in JASPAR 2010. The Luscombe et al. (2000)

classification terminology describes ‘classes’ and ‘families’ for TFs. Classes are

defined by a manual, visual comparison of protein structures, and families by

a computational clustering of the domain structures with the SSAP secondary

structure alignment algorithm (Orengo and Taylor, 1996).

The JASPAR database was used for building a S. cerevisiae motif classifier

because it contains the largest selection of high quality training data for the S.
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cerevisiae genome; The emphasis in TRANSFAC is on vertebrate genomes, and

as of version 12.2 its non-redundant coverage of the S. cerevisiae genome is only

43 as opposed to 177 motifs in JASPAR 2010. As described in Section 1.1.1,

eukaryotic genomes have experienced lineage specific expansion of TF domains.

Therefore for an accurate organism specific TFBS motif classifier it important to

have a good coverage of the domains that are present in that genome. For example

in the case of S. cerevisiae the largest domain class is that of zinc coordinated

domains, especially the fungal specific zinc cluster (Macpherson et al., 2006) (47

of 99 S. cerevisiae zinc finger motifs belong to this family, and very few are present

in TRANSFAC).

Metamotifs were trained from each of the motif clusters with nmmetainfer

(minimum length 6, maximum length 15) and metamotif density features were

then computed per training set motif as described in Section 4. Based on the

classification labels and probabilities that the random forest classifier produces, I

computed a precision-recall curve using the ROCR R package (Sing et al., 2005),

and applied a probability cutoff to the classification decisions such to provide a

high confidence labelling of motifs.

5.3 Results & Discussion

I apply eight motif inference tools in this work primarily as a genome scale per-

formance benchmark. To my knowledge, these algorithms have not been judged

before on problems involving the prediction of large motif collections from pro-

moter sequence. The rationale in the assessment is simple: a well performing

de novo motif discovery algorithm should find as many as possible motifs closely

matching known TFBS motifs in the S. cerevisiae genome (Section 5.3.2).

5.3.1 Properties of inferred motifs

The motifs predicted by different computational methods were found to differ

clearly by visual inspection. A selection of the top matches between the inferred

motifs and motifs in the JASPAR database are shown in Figure 5.3. The closest

matches identified vary considerably between different methods. The familial

124



patterns of motifs found by different methods is also apparent amongst the closest

matches; MEME, in particular, shows clear preference towards discovering GC-

rich fungal Zn cluster motifs, whereas SOMBRERO and NestedMICA show more

variability amongst the closest matches.
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The lengths, information contents and column wise average information con-

tents are summarised for reference motifs and all inferred motif sets in Table

5.4. NestedMICA predicts the shortest motifs (6.6 columns), whereas Weeder

has both the smallest information content (7.1 bits) and lowest per-column in-

formation content (0.9 bits per column). In contrast, MEME’s motifs are almost

twice as long as those of NestedMICA, at 12.6 columns, and they have the highest

information content (over three times as high on average as motifs predicted by

Weeder, at 21.7 bits). It should be noted that these motif set summary statis-

tics and the relative performance measures reported in the following sections also

depend on the chosen input parameters (Appendix C).

In terms of information content, the methods are divided to two groups: SOM-

BRERO, MotifSampler, NestedMICA and Weeder all predict motifs with smaller

information content than their closest JASPAR matches, whereas AlignACE,

Oligoanalysis, MEME and YMF have higher information content. The median

per column information content is slightly higher with the JASPAR motifs with

all but Weeder and MotifSampler. The combination of short motif lengths, with

less information in total but with higher per-column information could be ex-

plained by the computational motifs lacking ends with low information columns,

which are common in the experimentally verified motifs. The systematically low

information content seen in the case of Weeder and MotifSampler is apparent

already by visual inspection of the sequence logos: the columns tend to be less

constrained than those in the reference set, or those output by the other methods.

Oligo-analysis and YMF results are included in this study for the sake of com-

pleteness: both are word enumeration based methods, and therefore not strictly

comparable to the other methods which output a PWM, but they could be run

also on my benchmarking dataset. Oligo-analysis motifs are in fact individual 8-

mers (not IUPAC consensus strings, like those predicted by YMF). This inflates

its information and per-column average information content measures shown in

Table 5.4.
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Motif set Average length Information content Average column info content
NestedMICA (200 motifs) 6.6 9.5 1.5

AlignACE (16 motifs) 11.6 17.2 1.5

MEME (100 motifs) 12.6 21.7 1.7

MotifSampler (37 motifs) 10.0 10.0 1.0

Oligoanalysis (50 motifs)        8.0 16.0 2.0

SOMBRERO (200 motifs) 9.4 9.6 1.1

Weeder (200 motifs) 8.3 7.1 0.9

YMF (200 motifs) 8.6 14.2 1.6

JASPAR (177 motifs) 10.3 11.6 1.3

Zhu et al. (2009) PBM motifs (89 motifs) 9.6 11.7 1.3

Figure 5.4: Summary of the average lengths and information contents of the
different inferred motifs, and the two reference datasets (JASPAR and Zhu et al.
(2009) PBM motifs, shown on a grey background in the bottom).

5.3.2 Finding matches to known regulatory motifs amongst

de novo motif discoveries

The number of JASPAR motifs with matches in each of the predicted motif

sets (p < 0.05) are shown in Figure 5.5. Results appear to be rather consistent

with two different reference databases (JASPAR in Figure 5.5A, and Zhu et al.

(2009) PBM motifs in Figure 5.5B). The top performers, by a clear margin, are

NestedMICA (54 matches to JASPAR amongst its 200 motifs, 44 matches with

100 motifs), MEME (39 matches) and SOMBRERO (38 matches). NestedMICA

was tested with two different motif set sizes, in part to measure its robustness

with differing motif count, and also to allow direct comparison with MEME which

was incapable of predicting more than 100 motifs. AlignACE reports a mere 16

motifs, but surprisingly, these map to 31 JASPAR motifs; almost all of the motifs

predicted by AlignACE are in fact contributing to the JASPAR matches (14 out

16 motifs). With the (Zhu et al., 2009) PBM motifs as a reference, NestedMICA

is consistently the top performer, with SOMBRERO outperforming MEME.
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Counting reciprocal matches between the predictions and the reference motifs

is a more stringent way to assess motif relatedness (Figure 5.6). This measure

penalises motif sets containing several closely related motifs. Some of the motifs

amongst the reference motif sets are also highly similar to one another. Nested-

MICA also tops this ranking. With the JASPAR dataset of 177 motifs, it has

14 reciprocal matches, with SOMBRERO behind it, again with a clear margin

(10 reciprocal matches) and MEME and AlignACE third (both with 6 reciprocal

matches). Note again that the AlignACE program, which outputs a small motif

set and has little redundancy in its predictions (Sections 5.3.4 and 5.3.5), is more

likely to perform well by chance in this comparison than MEME with 100 motifs

with several closely related motifs. Overall, the most likely reason for low num-

bers of reciprocal matches seen is due to the partial redundancy and large size

of the experimental and inferred motif sets. NestedMICA however outperforms

MEME and AlignACE also with a 100 motif count which matches that of MEME

(9 reciprocal matches). There is little qualitative difference between the rankings

with JASPAR or Zhu et al. (2009) PBM dataset as the reference.
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The significant JASPAR and PBM motif matches suggest NestedMICA, SOM-

BRERO and MEME as the top performing methods. I also studied the overlap

between the reference motifs covered by the different methods. I did this by

computing the numbers of overlapping motifs between the top performers with

the JASPAR motifs (Figure 5.7). NestedMICA has the highest overlap with the

two other top performing methods (13 overlapped with SOMBRERO, and 9 with

MEME). The number of motifs predicted by it and not covered by the other

top performers (22 motifs) is also higher than either of MEME or SOMBRERO

(14, and 9 motifs respectively), suggesting it covers more reference motifs than

either of the other two top performers. Ten JASPAR motifs are found by all of

SOMBRERO, NestedMICA, and MEME.

The number of statistically significant matches is informative of the extent

to which the predictions cover the reference motif sets with detectably related

motifs. The distribution of SSD distances between the inferred motifs, and their

significant reference motif matches however also varies between algorithms (Fig-

ure 5.8). These results are consistent with above ranking in that NestedMICA

also tends to have the shortest median distance, with SOMBRERO ranking the

second. Once again the top performers are also consistent between the two dif-

ferent reference motif sets (JASPAR and the Zhu et al. (2009) PBM motifs).

The substantial disjunction of discoveries between the top-performing Nest-

edMICA, MEME and SOMBRERO suggests that differences exist in the types of

motifs that different algorithms are capable of finding. To study this further, I vi-

sualised the JASPAR dataset matches as a heatmap of matching or non-matching

states, labelling the JASPAR motifs with its associated structural taxonomy of

TFs, and clustering the motifs (Figure 5.9).

132



MEME

NMICASOMBRERO

14

22

9

9

6

13

10

Figure 5.7: Overlap of significant matches to the JASPAR database between
the three top performing motif prediction methods: NestedMICA, MEME and
SOMBRERO.
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Figure 5.8: Distribution of SSD distances of predicted motifs to significant
matches in the A) JASPAR and B) Zhu et al. (2009) PBM motif sets.
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MA0290.1 DAL81
MA0440.1 ZAP1
MA0407.1 THI2
MA0320.1 IME1

MA0352.1 PDR1
MA0353.1 PDR3
MA0308.1 GSM1
MA0400.1 SUT2

MA0430.1 YLR278C
MA0392.1 STB5
MA0439.1 YRR1
MA0312.1 HAP1

MA0422.1 YDR520C
MA0428.1 YKL222C

MA0438.1 YRM1
MA0348.1 OAF1
MA0354.1 PDR8

MA0432.1 YNR063W
MA0298.1 FZF1
MA0384.1 SNT2
MA0396.1 STP3
MA0397.1 STP4
MA0323.1 IXR1

MA0436.1 YPR022C
MA0268.1 ADR1
MA0337.1 MIG1
MA0338.1 MIG2
MA0339.1 MIG3
MA0441.1 ZMS1

MA0425.1 YGR067C
MA0431.1 YML081W

MA0332.1 MET28
MA0335.1 MET4
MA0285.1 CRZ1
MA0373.1 RPN4

MA0333.1 MET31
MA0334.1 MET32

MA0278.1 BAS1
MA0303.1 GCN4

MA0271.1 ARG80
MA0272.1 ARG81

MA0364.1 REI1
MA0413.1 USV1
MA0403.1 TBF1

MA0423.1 YER130C
MA0306.1 GIS1

MA0372.1 RPH1
MA0366.1 RGM1
MA0341.1 MSN2
MA0342.1 MSN4
MA0359.1 RAP1
MA0269.1 AFT1
MA0270.1 AFT2

MA0347.1 NRG1
MA0349.1 OPI1
MA0404.1 TBS1
MA0363.1 REB1

MA0421.1 YDR026C
MA0344.1 NHP10

MA0358.1 PUT3
MA0273.1 ARO80

MA0362.1 RDS2
MA0299.1 GAL4
MA0381.1 SKN7
MA0361.1 RDS1

MA0429.1 YLL054C
MA0412.1 UME6
MA0369.1 RLM1

MA0386.1 TBP
MA0379.1 SIG1

MA0345.1 NHP6A
MA0346.1 NHP6B

MA0382.1 SKO1
MA0416.1 YAP3
MA0286.1 CST6
MA0415.1 YAP1
MA0284.1 CIN5
MA0418.1 YAP6

MA0434.1 YPR013C
MA0435.1 YPR015C

MA0265.1 ABF1
MA0411.1 UPC2
MA0310.1 HAC1
MA0281.1 CBF1
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Some clustering of shared predictions by different computational methods is

evident. Examples of JASPAR motifs predicted by different subsets of the meth-

ods are shown in Figure 5.10. Few clusters are covered by the majority of the

algorithms, in fact only four such clusters appear. However, most JASPAR motifs

in fact match by two or more methods, suggesting that consensus based predic-

tions could perhaps be developed for more successful large scale motif inference,

using combinations of different agreeing predictions. For example, SOMBRERO,

and especially MEME, succeed with a large homogeneous cluster of 15 Zn cluster

motifs (MEME identifies matches to 9, SOMBRERO to 5), to which NestedMICA

predicts only two matches (CEP3, STB4). In contrast, NestedMICA shares mo-

tifs with SOMBRERO which match the FKH1 and FKH2 forkhead motifs, and

the relatively closely related ROX1 motif, matches to which are not discovered by

any of the other algorithms. All of the top performing methods also have motifs

unique to them. Some examples of these motifs are also shown in Figure 5.10.

I studied the motif families predicted by the different methods, using the struc-

tural taxonomy provided by JASPAR. Some of these families, such as fungal Zn

clusters, or ββα-zinc fingers are present in high numbers in the yeast genome.

I separated the JASPAR motifs to groups based on their structural family, and

counted the numbers of matches to each of these families (Figure 5.11). Strati-

fication of the matches by motif family provides another natural way of ranking

the motif inference methods.

Most methods (MEME especially) appear to find several of the fungal Zn

cluster motifs (the single most abundant TF domain family in the yeast (Wilson

et al., 2008a)). The ββα zinc finger, Myb and HMG motifs are also covered

with predictions by most methods. Substantial differences between methods do

however exist. MEME, for instances, appears to be unable to find any instances

of E2F, forkhead, MADS, or NFY CCAAT-binding domains, whereas it discovers

motifs similar to the only AT-hook and RFX-like motifs present in the JASPAR

motif set. NestedMICA and SOMBRERO find the most varied collection of

motifs: 16 different structural families, whereas AlignACE only finds 12, and

MEME 11.
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Figure 5.10: Different algorithms find matches to partially overlapping subsets of
the JASPAR motif set. Example motif clusters found by different subsets of the
algorithms are presented.
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Figure 5.12 summarises the differences seen between the motif inferred by the

eight different methods, and their closest, statistically significant reference motif

matches. The properties shown are the motif lengths, information contents, and

per-column information contents, similarly as shown above in Table 5.4. Once

again, the analysis conducted with the JASPAR reference motif set is largely

consistent with the Zhu et al. (2009) PBM motif set.
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5.3.3 TF target gene associations of the discovered motifs

I tried to associate the genomic matches of inferred motifs with known target

genes of TFs in the yeast genome (see Section 5.2.6 for details regarding the

method). I did this with a parameter-free approach, assuming no significance

threshold for the genomic matches of a motif. Each inferred motif was paired with

its closest match in the non-redundant JASPAR database. With one exception

(the MBP1:SWI6 complex), the 177 motifs in the JASPAR motif sets correspond

to individual TFs, which in turn have associated target gene data available. The

distribution of maximum bit scores are then compared with the non-targets to

identify differences. Because there is no single authoritative source of TF–target

gene pairings for the yeast genome, as discussed in Section 5.2.6, I therefore

studied three alternative datasets. It is possible to rank methods based on the

number of motifs identified by each, where a statistically significant difference is

observed between the maximum bit score distribution of the target versus the

non-target genes. Results with the three alternative datasets are shown in Figure

5.15.

An illustrative example of the maximum bit score distribution difference be-

tween target and non-target genes of a TF is shown in Figure 5.13, where motif58

from the NestedMICA 200 motif set is studied with the targets of the REB1 TF

(the REB1 motif is the closest match to motif58). There is a highly significant

difference between the maximum score distributions.

High scoring TFBS motifs are not expected to cleanly partition promoter se-

quences of the yeast to disjoint target and non-target gene sets. For instance,

motif158 from NestedMICA’s prediction set is found to be a close match to both

the CBF1 and the PHO4 helix-loop-helix domain containing TFs (Figure 5.14).

A statistically significant pattern is seen for the enrichment of motif158 with

both CBF1 and PHO4. The DNA motifs of these two factors have been previ-

ously described as being closely similar, but they are known to act under different

conditions and have partially different target gene sets; CBF1 acts under sulphur

limitation, and PHO4 under phosphorus limitation Clements et al. (2007). High

scoring motif matches of motif158 score highly for both of these only partially

overlapping gene sets. One can therefore imagine that the motifs alone – espe-
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Mann-Whitney test: p < 1 x 10
-14

Kolmogorov-Smirnov test: p < 1 x 10
-14

A)

B)

C)

Figure 5.13: Some de novo inferred motifs are able to distinguish putative TF tar-
get genes from non-target genes by the maximum bit scores achieved by the gene
promoter sequences (500bp upstream promoter sequences considered). A) Motif
83 predicted by NestedMICA is one such motif. B) The cumulative distribution
of the maximum bit scores of non-targets (blue) and targets (red) as judged by
the YEASTRACT database. C) A histogram of the bit score distributions of
non-target promoter sequences (blue) and target sequences (red).
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cially in the case of highly expanded TF families – do not have the discriminatory

power to determine the target gene relationships of a TF (see Section 1.1 for a

discussion on the various additional gene regulation mechanisms additional to TF

binding).

Figure 5.14: Motif158 is closely similar to both the CBF1 and PHO4 motifs.

Different stringency of calling genes either TF targets or non-targets can affect

this analysis: if large number of TF targets are found in the non-target set, or vice

versa, the separation between the target and non-target scores diminishes. This

can be also caused by limitations in our knowledge of targets of some less studied

TFs when compared to others, when dealing with hand-curated datasets. I con-

sidered three different TF target gene datasets in this study: a manually curated

YEASTRACT dataset (Teixeira et al., 2006), the gene expression study based

target set by Reimand et al. (2010), and the ChIP-chip data by Harbison et al.

(2004). As a fourth set, I also attempted to retrieve the TF target predictions by

Beyer et al. (2006), which are a result of integrating diverse lines of evidence into

a probabilistic TF target prediction. Unfortunately however the dataset origi-

nally made available by the authors at http://www.fli-leibniz.de/tsb/tfb

was not found anymore (authors were contacted). Several datasets were consid-

ered here because the coverage and confidence of TF–target associations included

in each of them is not necessarily uniform across the TFs that each covers. The

environmental states (e.g. growth conditions) covered by the datasets for instance

are a factor: some factors bind their targets in an environment specific manner.

According to Harbison et al. (2004), TFs fall into four groups with regards their

target gene sets:
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• Condition-invariant housekeeper TFs that bind target genes regardless of

conditions. For instance Leu3, which regulates amino-acid biosynthesis

(Kirkpatrick and Schimmel, 1995))

• Condition-enabled, for instance MSN2 which only enters nucleus to regulate

target genes when the cell is under stress (Beck and Hall, 1999; Chi et al.,

2001).

• Condition-expanded, which bind an expanded set of target genes under spe-

cific conditions. These include for instance Gcn4, which binds an expanded

set of target genes under limited nutrients (Albrecht et al., 1998).

• Condition-altered, for instance Ste12 whose targets vary depending on condition-

specific interaction partners (Zeitlinger et al., 2003).

Given the above categorisation of TFs by their ranges of target genes, one can

imagine that there is variation between TFs in the power to detect a difference

between promoters of target genes and non-target genes with high-scoring TFBS

motif matches.

The largest number of TFs with a significant difference between the maximum

bit score distributions of the target and non-target genes is seen consistently for

all the algorithms with TF calls from the YEASTRACT dataset. This could

be attributable for the manually curated YEASTRACT dataset being the most

extensive and accurate resource of TF target calls, as it considers evidence from

several sources. The ranking of motif inference algorithms relative to each other

varies considerably depending on the source of TF target calls, with NestedMICA

performing the best with the YEASTRACT and ChIP-chip based TF target

calls, both in the case of the Kolmogov-Smirnov and the Mann-Whitney tests.

AlignACE, with its mere 16 predicted motifs, also performs also remarkably well

with this metric, outperforming all of MEME, SOMBRERO and the 100 motif

NestedMICA prediction with the YEASTRACT dataset (Figure 5.15A). With

the Reimand et al. (2010) expression based target calls, AlignACE outperforms

NestedMICA with eight TFs (p < 0.05), with NestedMICA identifying only six

differences at the same significance level. AlignACE and NestedMICA share the

top rank with the Mann-Whitney test at this same significance level. Interestingly
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though the reference JASPAR motifs identify a significant difference for only

two more TFs than AlignACE, with this same dataset and statistical test. One

feasible interpretation for this general failure of a motif match based approach to

identify differences between the two populations of promoters with the Reimand

et al. (2010) TF target calls is that the target list contains indirect downstream

targets of the actual TF (possible because the dataset is expression effect based).

As an alternative to studying the closest JASPAR matches, all motifs could

have been tested ‘blindly’ against all TF target sets. This however would neces-

sitate a considerably larger number of statistical tests and make correcting for

multiple testing more difficult. Furthermore, combinatorial regulation by TFs

could potentially lead to statistical associations being called between TFs and

motifs that are unrelated in binding specificity, but which tend to co-occur in

promoters with the real motif.

5.3.4 Clustering of motifs and their binding sites

Some closely related patterns are expected amongst de novo predicted TFBS

motifs, due to the shared evolutionary history of TFs. However, when challenged

to infer a collection of motifs from a large series of genomic sequence, a motif

inference algorithm should ideally find a wide spectrum of motifs, instead of

predicting large numbers of redundant copies of a small number of patterns. I

therefore measured the relatedness of motifs, not only to the JASPAR reference

motifs, but also to other predicted motifs. I did this in two different ways: firstly

by computing distance matrices between motifs with the SSD motif distance

metric (Down et al., 2007), and secondly with an genomic match overlap score

(Section 5.3.5). To begin with, I studied motif relatedness in a visual, qualitative

way by drawing dendrograms of all of the motif sets together with JASPAR motifs

(Figure 5.16), and with each of the sets separately with JASPAR motifs (Figure

5.17).

The dendrogram of all predicted motif sets with JASPAR shows – similarly as

the analysis presented in Section 5.3.2 – that overall there are few large clusters

of experimentally validated motifs with no related predicted motifs from one of

the inferred motif sets. Redundant clusters by some of the motif predictions
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Figure 5.15: TF–target associations of the inferred motifs, when compared to
JASPAR motifs (leftmost). The bars represent the number of TFs for which
the computationally inferred motif shows a significantly different distribution of
maximum bit scores, when target and non-target genes are compared. Motif sets
are ordered by decreasing number of TFs with a significant effect. The p-values
are Bonferroni corrected (divided by 176, which is the number of TFs tested).
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are also apparent, especially in the case of YMF and Weeder. Conversely, the

clustering pattern of NestedMICA and SOMBRERO motifs shows the predicted

motifs much more ‘intertwined’ with the reference JASPAR motifs. Individual

dendrograms are drawn in Figure 5.17 for each of the motif sets to make this

pattern clearer to see.
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The motif clustering tree can be cut at different heights. I counted the num-

bers of cases where a JASPAR motif is clustered together with any of the other

methods at varying heights. By this measure, SOMBRERO and especially Nest-

edMICA perform favourably to the other algorithms (Figure 5.18).

Whereas Figure 5.18 measures inferred motif similarity to JASPAR motifs,

the closest pairings of motifs within the predicted sets can also be studied using

the distance matrix of the predicted motifs with each others (Figure 5.19). As one

would already predict based on the motif dendrograms in Figures 5.16 and 5.17,

YMF and Weeder predict considerably larger numbers of overlapping patterns

than the other methods. At the 2.0 SSD distance cutoff for example, the average

clique size of the motif distance matrix for YMF is above 40, compared to roughly

5 for Weeder, and between 2 and 1 for all of the other methods. Weeder and

YMF appear essentially incapable of large scale motif inference as conducted in

the present study, either due to my parameter choices for running the tool, or

due to intrinsic problems with the algorithms.

The empirical significance values presented in Section 5.3.2 can be estimated

for the closest pairs of motifs within each predicted sets, with the same protocol

as used for comparing predicted motifs to reference motifs in Section 5.3.2. The

‘uniqueness’ of motifs varies considerably: almost all of Weeder motifs contain

a statistically significant match, whereas MotifSampler and MEME have hardly

any statistically significant matches regardless of the significance chosen. The

JASPAR motif set also contains many motifs with close pairs; depending on the

significance scores used, roughly 45% to 75% of JASPAR motifs have at least one

match (Figure 5.20). This fraction is in fact higher for JASPAR than any of the

other analysed methods but Weeder (the consensus based YMF and Oligoanalysis

methods were omitted from the significance score analysis).

5.3.5 Comparing motifs by the overlap of their genomic

matches

I measured the fraction of overlapping binding sites shared by motifs as a mea-

sure of motif similarity, complementary to the SSD distance matrices and motif

clustering shown above in Section 5.3.4. I studied binding site overlap patterns
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Figure 5.17: Clustering of JASPAR motifs with results of A) AlignACE,
B) Weeder, C) MotifSampler, D) MEME, E) NestedMICA, F) YMF,
G)Oligoanalysis H) SOMBRERO. The motif names are coloured according to the
motif set where they originate from. They are shown as a quick visual summary
of the clustering of the inferred motifs, rather than trying to present readable
names.
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Figure 5.18: Numbers of clusters that contain at least one or more inferred, and
one or more JASPAR motifs. Four different distance cutoffs are shown.

firstly visually, using dendrograms and heatmaps. The binding site overlap of

two different inferred motif sets with the JASPAR reference motif set are shown

in Figure 5.21.

Visual inspection of the heatmaps in Figure 5.21 suggests a higher overlap

between NestedMICA and the JASPAR motifs, than between SOMBRERO and

the JASPAR motifs. I quantified the binding site overlap by counting the numbers

of motifs output by each of the eight methods, which overlap a JASPAR motif

above a binding site score overlap. I repeated this analysis with five different

overlap score cutoffs (Figure 5.22). The results are largely consistent with the

clustering based motif similarity measures, suggesting NestedMICA is the method

with the highest fraction of overlapping binding sites by this measure, followed

by SOMBRERO, Weeder and MEME. Note that this similarity measure between

the inferred and the reference motifs does not account for motif redundancy.

This is the reason that Weeder for instance receive relatively high overlap scores

with JASPAR motifs, when in fact its motifs map to a relatively small number

of known TFBS motifs in the JASPAR set. The motif match significance score

cutoff parameter, of both the reference and the inferred motifs, can also affect

the results of this analysis.

Overlap of genomic matches between motifs can also be used as another means
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Figure 5.19: Motif redundancy as judged by the motif-to-motif SSD distance. A)
Fraction of motifs which have at least one pair B) Average motif clique size.

152



Weeder JASPAR SOMBRERO AlignACE NestedMICA MEME MotifSampler

F
ra

ct
io

n 
of

 m
ot

ifs
 w

ith
 a

t l
ea

st
 o

ne
 r

el
at

ed
 p

ai
r

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

p < 0.05
p < 0.01
p < 0.001

Figure 5.20: The fraction of motifs with at least one matching pair, at three
different significance cutoffs. The consensus string based YMF and Oligoanalysis
are omitted from this analysis, because the empirical significance score used here
does not behave reliably for PWMs derived from IUPAC consensus strings.

of measuring motif similarity within sets. To illustrate this, Figure 5.23 shows

the genomic match overlap of the SOMBRERO, Weeder and JASPAR motif sets.

As discussed in Section 5.1.3, binding site level comparisons are not necessarily

robust to the significance cutoffs used for genomic motif matches, and I do not

advocate the use of these measures for ranking inference methods.

By this measure, Weeder receives the highest ‘redundancy scores’: for instance

at the 10% overlap score cutoff, nearly all of the 200 weeder motif predictions

have at least one motif pair which overlaps (Figure 5.24). The average number

of motifs which all share a given fraction of their binding site matches (the motif

clique size) however varies dramatically depending on the chosen binding site

cutoff.

The present analysis of genomic match overlap between motifs is indeed a cau-

tionary tale of assessing motifs based on their binding site overlaps: performance

measures derived from genomic matches are not robust to the bit score signifi-

cance cutoff chosen for a motif. This is an especially pressing concern for motif

inference assessments such as Tompa et al. (2005), where experts applied many of

these same algorithms, each with independently chosen motif match significance
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Figure 5.21: Motif binding site overlap of A) SOMBRERO and B) NestedMICA
motifs. The rows represent inferred motifs, and the columns are JASPAR motifs.
They are ordered based on an euclidian distance between the overlap patterns,
with complete linkage clustering (Johnson, 1967).
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Figure 5.22: Predicted motif similarity to JASPAR motif set on the level of
binding site overlap. The bars represent the numbers of motifs which show overlap
above 0.10, 0.30, 0.70, 0.90 to JASPAR motifs with the metric described in Section
5.2.5.

parameters.

5.3.6 Looking for evidence of function for the inferred mo-

tifs

On top of the 177 TFBS motifs included in JASPAR, the yeast genome con-

tains others. The transcription factor database DBD (Wilson et al., 2008a) for

instance contains 177 likely regulatory TFs for the genome, but its DNA binding

domain model based predictions are estimated to cover only 2/3 of the genome

Wilson et al. (2008a). The Harbison et al. (2004) ChIP-chip study on the other

hand includes the binding profile of 203 putative regulatory TFs. It is therefore

possible, even likely, that the promoters used in the study contain motifs for TFs

which are not included in the 177 motifs of the JASPAR database. Therefore, I

do not believe that all the apparent false positives (which do not match reference

motifs) are false positives, and I wanted to identify a subset of particularly likely

functional motifs from these unknown motifs.

I studied three different aspects of the computationally predicted motifs as

signs of potential function: interspecies conservation (Section 5.3.6.1), SNP rate

in yeast strains (Section 5.3.6.2), and positional bias of the motifs with respect
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Figure 5.23: The overlap of genomic matches within motif sets. A) SOMBRERO
and B) Weeder motifs are shown as examples of the predicted motif sets, and
binding site overlap of JASPAR motifs are in panel C. SOMBRERO and Weeder
differ in the degree of redundancy amongst the motif set. 500bp upstream se-
quences were analysed.
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Figure 5.24: Predicted motif redundancy on the level of binding site overlap. The
bars represent the numbers of motifs which show binding site overlap with the
metric described in Section 5.2.5.
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to the closest transcription start sites (Section 5.3.6.3). The motifs which fit

all the criteria of high conservation, low SNP rate, and positional bias were then

analysed in Section 5.3.6.4. Furthermore, I attempted to use the metamatti motif

classification framework presented in Chapter 4 to predict the domain family of

the motifs as a further sign of function (Section 5.3.6.5).

5.3.6.1 Inter-species conservation of the inferred motifs

The conservation scores for all of the 200 NestedMICA motifs at a 0.05 signif-

icance level are shown in Figure 5.25, as an example. A similar analysis was

conducted also for all of the other methods (summarised in Figure 5.26). Figure

5.26 shows the fraction of motifs predicted by each method with a significantly

higher conservation rate than random intergenic sequences of the same length.

Note that for some of the methods, the fraction which matches known TFBS

motifs in the JASPAR database (Section 5.3.2) is much smaller than the fraction

which shows excess conservation. This could be explained by some of the pre-

dicted motifs being weak, undetected matches to real TFBS motifs, or artifacts

of the multiple alignment based conservation PhastCons scores. Alternatively

it could be that there are other potentially functional motifs within the motif

predictions.
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NestedMICA and Weeder show a roughly comparable fraction of significantly

conserved motifs, between 60% and 80%, depending on the significance threshold

which is varied between p < 0.01 and p < 0.0001. Overall the fraction of conserved

motifs fits between 40% to 80% for all but two methods, which are overliers in

the opposite ends of the scale; all of the YMF motifs show excess conservation,

whereas only 8 of motifs inferred by MEME are significantly conserved. The

results seen for YMF are in part explained by its highly redundant motif set,

which shows variants of essentially one evidently highly conserved motif. The

remarkably low figure of 8 motifs in the case of MEME is most likely due to

its long motifs with high information content. This in combination with the

stringent bit score cutoff determination method I used (Section 5.2.4) causes only

a small number of hits to be reported and compared with the intergenic sequence

regions, decreasing the sensitivity to detect differences between the distributions.

An inspection of the median motif hit counts indeed shows alarmingly low figures

for MEME’s motifs at the 0.01 confidence threshold used: median motif hit count

with the 200 base long upstream sequences is 2. This means that the significance

score determination method used in the present study has largely failed with the

motifs output by MEME. This, yet again, is an indication of problems associated

with genomic hit based assessment of computationally inferred motifs.

YMF (200 motifs) NestedMICA (200 motifs) Weeder (200 motifs) SOMBRERO (200 motifs) Oligoanalysis (50 motifs) MotifSampler (37 motifs) AlignACE (16 motifs) MEME (100 motifs)
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Figure 5.26: The number of motifs from each of the predicted motif sets that are
found more conserved than intergenic sequence of the same length. Three different
significance thresholds are shown. See Section 5.2.6.4 for details regarding the
statistical testing.
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5.3.6.2 SNP rates of the inferred motifs

A summary of the SNP rate analysis is shown in Figure 5.27. YMF and MEME

are at the opposites of this scale, similarly as in the case of conservation patterns

in Section 5.3.6.1. When compared with the inter-species conservation patterns,

smaller fraction of motifs inferred by any of the methods show a significant differ-

ence to intergenic sequence. NestedMICA, SOMBRERO and Weeder identify the

largest numbers of motifs with a significant difference. Similarly as in the case

of interspecies conservation, the redundancy of motifs is not taken into account

in the numbers reported, and they are not to be interpreted as a measure of the

relative performance of the tools.

YMF (200 motifs) NestedMICA (200 motifs) SOMBRERO (200 motifs) Weeder (200 motifs) Oligoanalysis (50 motifs) MotifSampler (37 motifs) AlignACE (16 motifs) MEME (100 motifs)
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Figure 5.27: The number of motifs predicted by each of the methods with lower
SNP rates than randomly selected intergenic sequence of the matching length.
See Section for a description of the bootstrapping based significance scores.

5.3.6.3 Positional bias of motif matches close to the TSS

Many of the computationally inferred motifs were found to match preferentially

upstream of the TSS. As examples of the typical positional bias trends which were

seen, Figure 5.28 show the positional bias patterns in the case of SOMBRERO

and Weeder. A summary of the positional bias trends of all of the methods are

shown in 5.29, as the fraction of motifs with a statistically significant preference

for positions -500 to 0. It is perhaps not surprising that a positional bias is seen
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for many of the motifs, given that the motif search was made in the space of

promoter sequences that span -200 to 0 from TSSs.
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Figure 5.29: The fraction of motifs output by each of the eight methods, which
show a preference for positions -500 to 0. See Section 5.2.7.1 for details regarding
the method.

5.3.6.4 Combining the conservation, SNP rate and positional bias to

highlight potentially functional motifs

I measured three aspects of the computationally predicted motifs as a sign of

potential function: interspecies conservation, SNP rate, and positional bias of

the motifs with respect to the closest transcription start sites. These properties

do not appear to be randomly distributed amongst the motifs, with many mo-

tifs showing combinations of these features (Figure 5.30 shows SOMBRERO and

NestedMICA motifs as an example). As also found by Down et al. (2007) in the

de novo inference study of D. melanogaster regulatory motifs, a large fraction

of motifs exhibit excess inter-species conservation, when compared to other in-

tergenic sequence. The SNP rate and inter-species conservation are also closely

associated, as expected.

I selected and counted motifs predicted by each of the methods which are

not matches to JASPAR motifs, but show a combination of higher inter-species

conservation than intergenic sequence (p < 0.0001), lower SNP rate than inter-

genic sequence in S. cerevisiae strains (p < 0.0001), and preferentially match

close to the TSS (p < 0.001). Motifs which fit all of these criteria are shown in

Figure 5.31. MEME, most likely because of its low total number of hits above

the stringent bit score cutoff, did not find any such motifs.

NestedMICA found the largest number of unknown motifs of potential func-

tion (20), apart from YMF with its 182 highly redundant motifs with no sig-
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Figure 5.30: Overlap of motifs predicted by A) NestedMICA and B) SOM-
BRERO, that have lower SNP rate than intergenic sequence (p < 0.0001), higher
conservation than intergenic sequence (p < 0.0001), and are preferential placed
within -500 to 0 of TSS (p < 0.001).

nificant matches to known TFBS motifs (Figure 5.31G). I conducted literature

searches to look for potential supporting information about the function of each

of these motifs.

The TGAAAAATT motif (motif12 in the NestedMICA set, motif24 in the

OligoAnalysis set) is perhaps the most interesting of the patterns. It is found by

two previous S. cerevisiae motif inference studies (Li et al., 2005; Sudarsanam

et al., 2002) to be associated with the TF ABF1. The ABF1 motif in the JAS-

PAR database, derived from the high-throughput study by Badis et al. (2008), is

however markedly different (Figure 5.32).

Other potentially functional motifs are also amongst the set. NestedMICA

motifs motif152 and motif190 have the consensus TATAAAA and TATAAAG.

Both of these sequences have been found to bind the TATA-binding protein (Kim

and Burley, 1994; Starr and Hawley, 1991). The motifs both also show show

a highly significant orientational bias. 60% of the 1864 hits of both motif152

and motif190 in 200bp upstream sequence regions appear as TATAAAA and

TATAAAG – as opposed to TTTTATA and CTTTATA – on the same strand as

the closest ORF (p = 2.94× 10−17, binomial test).
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Figure 5.31: Motifs predicted by different methods which have lower SNP rate
than intergenic sequence (p < 0.0001), higher conservation than intergenic se-
quence (p < 0.0001), and preferential placement close to the TSS (p < 0.001).
Motifs have been aligned with iMotifs (Piipari et al., 2010b).
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Figure 5.32: The ABF1 motif in the JASPAR database. Data originates from
the CSI, PBM and Dip-CHIP based study by Badis et al. (2008).

The NestedMICA motif33 (consensus NNTAAAC) matches the motif TAAAC,

which has been suggested as the motif for the yeast TF ‘Swi five factor’, or SFF

(Pic et al., 2000; Tamada et al., 2003). The 1252 instances of this motif in 200bp

upstream sequence regions of the yeast genome show a highly significant bias

in their orientation with respect to the closest ORF (56% of its instances are

NNTAAAC, p = 8.55 × 10−5). SOMBRERO also finds a motif with a related,

weaker consensus of ATAAAC.

Motif173 from the NestedMICA set has the consensus TAATAA. It has been

described as a motif for the BAS2 homeobox TF (Rolfes et al., 1997; Tice-Baldwin

et al., 1989). Interestingly, matches of this motif are also associated with the

orientation of the closest gene (54% of its instances are TAATAA, p = 4.00×10−5).

The AAAGAAA motif (motif9 in NestedMICA’s set, motifs 8 and 32 in the

OligoAnalysis set) has been previously described in a phylogenetic foot printing

study of the S. cerevisiae genome as a motif associated with genes involved in

amino acid transport (Cliften et al., 2003). The reverse complement of motif

motif138 (TTTGTT) corresponds to the consensus string of an HMG like TF

domain (Grosschedl et al., 1994).

Several of the methods also find A- or T-rich motifs, such as AAAAAA,

AAAAAAAAA, AAATAAA or AAATAA. Although I did find publications link-

ing some of these sequence signals, or their reverse complements, to transcrip-

tional control, it could also be that the high conservation and low SNP rate

observed for these are artefacts caused by for example the genomic multiple se-

quence alignment procedures which both of the conservation and SNP rate criteria

depend on.

In summary, the motif inference methods studied here find several putatively

functional motifs not covered by the JASPAR motif set. NestedMICA – which
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is consistently the top performer in the JASPAR based performance measures

shown in Sections 5.3.2, 5.3.3 and 5.3.4 – finds a varied selection of 20 motifs with

high conservation, low SNP rate and a preference for matching close upstream to

the TSS, but with no known regulatory motif matches in the JASPAR database.

Several of the other algorithms found different subsets of these 20 motifs identified

by NestedMICA. SOMBRERO finds the second largest set of motifs which fit the

criteria (6 motifs).

5.3.6.5 Classification of the inferred motifs with metamatti

I used the metamatti motif classification framework presented in Chapter 4 to

predict the domain family of the motifs as another way of assigning function

to them (see Section 5.2.8 for a description of the method), and comparing the

motifs inferred by different methods to what is known about the yeast regulatory

motifs.

The random forest based metamatti classifier outputs a probability for each

classification decision, based on votes that each of the classes received in its

ensemble of classification trees. This allows for the classification to be made at

a chosen level of confidence. To aid the choice of the classification probability

cutoff, I plotted a number of diagnostic curves, shown in Figure 5.33. Based on

the analysis, I chose the lowest classification probability cutoffs for classifying the

motifs predicted by each of the eight de novo motif prediction methods. I set the

lowest probability at 0.60. I did this because the classification accuracy drops

dramatically below this probability, and effectively plateaus after it, whereas the

recall stays rather stable around this classification probability, but drops rapidly

from around 70%. Results were also reported at 80% classification probability.

I profiled the importances of predictor variables in a separate JASPAR motif

family classification exercise, to show that several different metamotifs per class

contribute strongly to the classification (see Section 1.3.4 for a discussion of the

variable importance measure used). The results of this analysis are shown in

Figure 5.34. For instance, all of the top ranked six features are from different

fungal Zinc cluster derived metamotifs.

The classification results at the 0.6 probability cutoff are shown in Figure 5.35.
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Figure 5.33: Performance measures of metamatti classification of JASPAR mo-
tifs. A) Precision-recall curve of 5-way JASPAR family classification training
with fungal motifs in the JASPAR database. B) Accuracy as a function of the
random forest classification probability cutoff. C) Recall rate as a function of the
classification probability cutoff.
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Figure 5.34: Variable importances of a JASPAR family classifier. The importance
measure is described in Section 1.3.4. Metamotifs derived from ten major families
of motifs in the JASPAR database were included in this exercise. One bar in the
classification represents one metamotif density feature.

Instances of only two of the motif families in the 5-way classifier were found to be

predicted above the cutoff, by any of the motif inference algorithms (Figure 5.35).

It is disappointing that only fungal Zinc cluster motifs and ββα zinc finger motifs

– which dominate the DNA binding domain of JASPAR motifs (Section 5.3.2) –

can be detected from the de novo predictions at this probability cutoff. These

two DNA binding domain families dominate the distribution of DBD families in

the JASPAR motif set. It is however reassuring to see that in cases where there

is a statistically significant close match to a JASPAR motif, the predictions are

largely consistent between the metamatti TF family prediction (6 / 8 in the case

of NestedMICA, 4 / 6 in the case of SOMBRERO, 3 / 3 in the case of Weeder),

and the family of the closest JASPAR motif match. Furthermore, NestedMICA

and SOMBRERO, which both show remarkably low distances to their closest

JASPAR matches (Section 5.3.1), output the largest numbers of motifs which

can be classified by metamatti at this confidence cutoff, followed by Weeder (18,

14 and 9, respectively).
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Figure 5.35: Metamatti classification of the predicted motifs at the 0.6 classifica-
tion probability cutoff.

5.4 Summary

The work described in this chapter deals with large scale prediction of regulatory

motifs in the S. cerevisiae genome, with the primary focus being a motif level

performance assessment of several previously published de novo algorithms. The

large scale motif comparison based performance assessment shown in Section 5.3.2

is in notable contrast to the binding site or nucleotide level assessments that is

commonplace in motif inference literature (see Section 5.1.2). The association of

a large collection of de novo predicted motifs with putative target genes (Section

5.3.3) has also not been previously tested in a comprehensive manner between

a number of algorithms. The results of the performance assessment are rather

consistent: especially NestedMICA but also SOMBRERO and MEME appear to

perform adequately in finding motifs matching known regulatory motifs. None of

the tested algorithms shows strong performance with the yeast genome to suggest

wide applicability of de novo motif inference algorithms for large scale study of

higher eukaryote regulatory genomes. NestedMICA’s 54 statistically significant
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matches to the 177 TFBS motifs in the JASPAR database is still however a

surprisingly positive result for a de novo method when it is compared to previous

work. For instance the ChIP-chip study by Harbison et al. (2004) reports a

confident motif for 31% of 203 TFs, based on the output of six motif inference

algorithms in the much easier case of finding motifs from sequence regions with

ChIP based evidence of TF binding. It is also interesting to see that the arguable

top performer of the (Tompa et al., 2005) assessment, Weeder, performs rather

weakly using the metrics presented here. Indeed, NestedMICA, SOMBRERO

and MEME are consistently the top performers in my assessment.

In addition to the performance assessment, I also profiled the conservation,

SNP rate and positional bias trends of the motifs, to find motifs unknown to the

JASPAR motif database but which are particularly likely to be functional (Section

5.3.6.4). This analysis also showed NestedMICA with the largest collection of

conserved motifs with low SNP rates and evidence for preference to genomic

positions close to TSSs. This analysis however depends on the criteria used for

determining a significance cutoff for genomic matches of motifs, a parameter

which the especially motifs predicted by MEME did not show robustness to.
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Chapter 6

Conclusions

The work in this thesis has concentrated on modelling regulatory motif families,

and inferring motifs on a genome scale. Firstly, in Chapter 2 I present a novel

motif family model, the metamotif. In Chapter 3 I then describe a metamotif

based informative motif prior, and show its use in the NestedMICA motif discov-

ery algorithm. The prior function substantially improves the sensitivity to detect

motifs from genomic sequence.

In Chapter 4 I present another application for the metamotif: a motif classi-

fication method based on metamotif density features. I show that the metamotif

based motif classifier compares favourably to previously published methods. Its

performance with two novel experimental TFBS motif datasets is also found to

be high, and consistent with expected error estimates. Motif classification in-

volves learning models from highly imbalanced training datasets, simply because

DNA specificity of some highly expanded TF domains has been sampled more

than others. In the future, this problem will be partly addressed by increased

availability of experimental motif data. In addition to expansion of the available

training data, one could also take use of extensions to the random forest classifi-

cation algorithm designed for learning from imbalanced training data Chen et al.

(2004).

I introduced a visual representation for the metamotif akin to the sequence

logo, with the addition of confidence intervals for symbol weights. The metamo-

tif inference and visualisation tools have all been made openly available as part

of the NestedMICA motif inference suite (Piipari et al., 2010a), the interactive
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motif inference analysis environment iMotifs (Piipari et al., 2010b), as well as a

metamatti motif classification R package and web server (manuscript in prepa-

ration). I envisage that the metamotif will have further machine learning related

uses in addition to the Bayesian prior and motif family classification method I

have presented. Large scale computational motif inference frameworks especially

could benefit from metamotif driven semi-supervised methods to either estimate

complete motif sets from novel sequence sets, or on the contrary discriminatively

infer motifs not closely matching a previously described sequence motif.

As well as developing methods for motif family modelling, I conducted a large

motif inference study of the Saccharomyces cerevisiae genome (Chapter 5), using

several existing de novo motif inference methods. The primary motivation of this

work was realistic benchmarking of de novo motif inference algorithms, using

the S. cerevisiae genome as a benchmarking resource. I believe that challenging

motif inference methods with large genomic sequence sets provides an objective

and readily interpretable test of their abilities. Previous dedicated motif inference

performance measurements (Pevzner and Sze, 2000; Tompa et al., 2005) have suf-

fered from a self professed difficulty to define metrics to judge the algorithms with,

largely caused by our lack of understanding of the principles of TF binding and

properties of regulatory sequence, which hinders also creating synthetic promoter

sequences. As the processes which create and constrain regulatory sequences are

not well understood, the present study attempts to avoid these problems by not

treating individual genomic motif hits as a primary item of interest. Instead, I

judge motifs primarily based on the properties of the overall pattern, the PWM

(similarly as also done in Chapter 3, and by (Down and Hubbard, 2005; Piipari

et al., 2010a; Tang et al., 2008)).

Algorithms are challenged to find a collection from a single, large, real se-

quence dataset whose ‘motif content’ is not known accurately. Tompa et al.

(2005) test the ability of algorithms to find instances of a single motif from a

series of small, mostly synthetic sequence sets (each with tens to hundreds of

sequences), where at least one instance of the sought after motif is present in all

sequences with a motif. Furthermore, the performance measures made here are

made primarily on the motif level, rather than the binding site or nucleotide level.

This study addresses directly some of the problems associated with the (Tompa
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et al., 2005) assessment, which is the most comprehensive motif inference method

assessment to date (see Section 5.1.3).

The most important distinction of this work to previous motif inference bench-

marks is that the present study allows clear conclusions to be made regarding ap-

plicability of motif inference methods – with my parameter choices – to genome

scale motif inference problems. Out of the eight methods successfully tested, es-

pecially NestedMICA but also SOMBRERO and MEME appear to perform ad-

equately, with NestedMICA discovering statistically significant matches to 30%

of the motifs in the JASPAR database.

The consistently high performance observed with the NestedMICA algorithm,

when compared to the other tested algorithms, is most likely attributable to a

combination of factors; A state of the art Monte Carlo sampling strategy, that

is robust to local maxima, is used. The sequence–motif mixture model which al-

lows concurrent inference of a large number of motifs is also likely to be of benefit

in large scale problems. Interestingly SOMBRERO, whose self-organising map

based inference strategy is also clearly aimed at concurrent, ‘non-greedy’ motif

inference problems, performs well in the problem. The NestedMICA sequence

background model which accounts for nucleotide content variation observed in

genomic DNA is also a likely contributing factor to high sensitivity from large set

of promoters. Importantly, the assessment also suggests certain improvements to

how the algorithms should be run; NestedMICA for instance predicts systemat-

ically shorter motifs than the matching JASPAR motifs, and therefore for large

scale studies it’s minumum motif length parameter should be increased from 6

(which was used in this study).

I also conducted experiments with the inferred motifs involving scanning with

a significance cutoff, mostly as a data exploration exercise. This was done in

cases where a non-parametric alternative was not apparent (e.g. positional bias).

The scanning based analyses highlight the difficulties involved in determining

a meaningful significance cutoff for motifs output by a number of algorithms,

with different lengths and information content profiles. Problems encountered

with genomic motif match based analyses, with the MEME algorithm (Bailey

et al., 2006) in particular, demonstrate the need for parameter free performance

assessment of motif inference methods.
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6.1 Future work

Much of the work that I did during my project relied on a gene regulatory motif

inference strategy whereby regulatory sequence motifs are sought from promoter

sequence by looking for overrepresented sequence signals. This strategy has been

successfully applied to many problems in regulatory genomics, as has been dis-

cussed in the previous chapters, but it clearly has its limitations.

1. Higher eukaryotes that have large genomes and a multitude of gene regu-

latory mechanisms, including several thousands of TFs. As my work from

Chapter 5 suggests, finding complete higher eukaryotic regulatory motif

dictionaries with a purely reference genome based strategy is not realistic,

given that current algorithms struggle already with the yeast genome of

approximately 200 TFs.

2. Overrepresentation of a motif in genomic sequence does not necessarily

imply action in gene regulation. Solely sequence based methods do not

distinguish motifs acting in transcriptional regulation from other possible

recurring signals.

3. Expression patterns of eukaryotic cells are not regulated by independent

factors, but by multiple factors that bind in complexes. Complex combina-

torial regulatory programs consisting of specific TF complexes are known

to be responsible for instance for tissue (Ravasi et al., 2010) or development

stage (Levine and Davidson, 2005) specificity of gene regulation. When in-

formation is available of potential combinatorial regulation of genes by a

group of TFs, it should be possible to input this information for a motif

inference algorithm.

Towards the end of my project I became interested of developing methods

which address the above limitations by allowing use of gene expression patterns

as an evidence source in a probabilistic motif inference algorithm capable of large

scale inference. In particular I wanted to test if the NestedMICA algorithm could

be modified to include a prior probability function over the motif-to-gene mix-

ing matrices (see Section 1.3.3 for a discussion of the NestedMICA algorithm),
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which would encode information derived from a gene expression correlation pat-

tern. More specifically, I consider that mixing matrix states where the correlation

of occupancy (presence or absence) of motifs in promoter sequences mimics the

correlation of the gene expression states should be more likely states than those

where the mixing state correlations differ significantly from the gene expression

correlations. I began an effort in developing and optimising a variant of the al-

gorithm for this purpose, and although I did not complete this work, I did solve

some sub-problems. I will discuss my proposed method here because its defini-

tion could be helpful for others aiming to implement a related stochastic motif

inference strategy that acts on regulatory sequence with correlated combinations

of motif instances.

The particular prior probability function P(M|G, p) which I developed is

noted in Equation 6.1. The probability is over the space of motif-to-gene oc-

cupancy matrices M, given the gene expression matrix G and an adjustable pre-

cision parameter p. The root mean square deviation (RMSD) of a gene expres-

sion correlation matrix, and the correlation of the occupancy matrix M follows

a Gaussian distribution with precision p (an adjustable parameter). Dimensions

of an occupancy matrix M is m× g, where m is the number of motifs and g the

number of genes. The gene expression matrix G has the dimensionality g× n (n

measurements).

P(M|G, p) = Gauss(RMSD(corr(G), corr(M)), p) (6.1)

I implemented a Metropolis-Hastings algorithm (Hastings, 1970) to draw sam-

ples from P(M|G, p). A naive implementation of the occupancy prior sampling

by MH proved prohibitively costly in computational time due to the order of n2

time complexity of the RMSD computation required during each iteration of the

long burn-in phase required by the MH algorithm. Therefore I optimised the

algorithm to only update contributions of the changed elements in the mixture

matrix. Several important steps were also made to decrease the runtime memory

use of the algorihm. The end result of my work is an algorithm which performs

with sufficiently low CPU and runtime memory requirements to be applied in

the NestedMICA algorithm comfortably with several thousands of sequences and
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10–100 motifs. Figure 6.1 shows three different Markov chains of the P(M|G, p)

sampling algorithm which I developed, with different values of the precision (p)

parameter.

Figure 6.1: Three Markov chains aiming to draw a sample from P(M|G, p), each
with a different p parameter.

Figure 6.2 shows an example of the mixture matrix sampling. The end result

of sampling is shown in Figure 6.2D, and its correlation matrix is in 6.2C. Figure

6.3 shows an example mixing matrix created by the sampler as being closely

related in its correlation pattern to the target correlation pattern given as input

to it.

I believe that development of motif inference methods which are capable of

integrating several sources of experimental evidence with a well performing prob-

abilistic de novo motif inference method have a lot to offer in regulatory motif

inference problems, as more and more genome-wide regulatory data becomes

available. The metamotif prior function can be considered one such source of

experimental evidence. Other sources could be for instance epigenetic marks, or

gene expression data as discussed above. Whether a variant of the NestedMICA
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Figure 6.2: Mixing matrices and their correlations. The correlation matrices
(panels A and C) of the start and end state of one of the 5000 step long MC
chains from Figure 6.1. Panels B and D show the mixing matrices at the start
(A) and end (D) of the sampling. Black states in panels B and D are mixing
matrix elements with value 0 and green states those with value 1.
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Figure 6.3: The sampling algorithm produces mixing matrices that are closely
related in correlation pattern to the target (gene expression) correlation matrix.
Gene expression correlations are shown on the right, and the mixture matrix cor-
relations in the left. Whereas there are hardly any correlated states in the mixture
matrix at step 1 of the algorithm, after the burn-in (at step 5000) the correlation
pattern of the mixture state closely corresponds to the target correlation.
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algorithm with a ‘target correlation aware’ mixing matrix prior function turns

out to perform well with real genomic sequence remains to be seen. Other po-

tentially more natural formulations could also be used to ‘inject’ gene expression

information into a Bayesian motif inference method such as NestedMICA. For

instance the mutual information between gene expression patterns and motif oc-

currences could be used, as done with a greedy motif estimation algorithm in

Elemento et al. (2007). Alternatively, the independent component analysis like

formulation in NestedMICA could be extended to learn, simultaneously, patterns

of gene expression and motifs associated with these patterns. Further work in the

direction of data integration in computational motif inference has great potential

in improving our understanding of the regulation of genomes.
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Appendix A - iMotifs

Motivation

1 Short sequence motifs are an important class of models in molecular biology,

used most commonly for describing transcription factor binding site specificity

patterns. High-throughput methods have been recently developed for detecting

regulatory factor binding sites in vivo and in vitro and consequently high-quality

binding site motif data are becoming available for increasing number of organisms

and regulatory factors. Development of intuitive tools for the study of sequence

motifs is therefore important.

iMotifs is a graphical motif analysis environment that allows visualisation of

annotated sequence motifs and scored motif hits in sequences. It also offers motif

inference with the sensitive NestedMICA algorithm, as well as overrepresenta-

tion and pairwise motif matching capabilities. All of the analysis functionality

is provided without the need to convert between file formats or learn different

command line interfaces.

The application includes a bundled and graphically integrated version of the

NestedMICA motif inference suite that has no outside dependencies. Problems

associated with local deployment of software are therefore avoided.

1The following manuscript is published in Piipari et al. (2010b) and is a result of collab-
orative work between the author of this thesis (MP), Dr Thomas Down (TD) and my PhD
thesis supervisor Dr Tim Hubbard. The authors’ contributions are as follows: MP conceived
the work, wrote the software and the manuscript. TD and TH provided feedback. All authors
read the manuscript and provided feedback.
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Availability

iMotifs is licensed with the GNU Lesser General Public License v2.0 (LGPL

2.0). The software and its source is available at http://wiki.github.com/mz2/

imotifs and can be run on Mac OS X Leopard (Intel/PowerPC). I also provide

a cross-platform (Linux, OS X, Windows) LGPL 2.0 licensed library libxms for

the Perl, Ruby, R and Objective-C programming languages for input, output of

XMS formatted annotated sequence motif set files.

Introduction

Until recent years, studying sequence specificity of transcription factors systemat-

ically has been limited to a relatively small number of organisms and transcription

factors. High throughput protein-DNA interaction assays such as protein bind-

ing microarrays (Berger et al., 2006), bacterial one-hybrid screens (Meng et al.,

2005), large ChIP-chip studies and advances in motif inference algorithms and

tools has however caused an expansion of motif databases such as UNI-PROBE

(Newburger and Bulyk, 2009), TRANSFAC (Matys et al., 2006) and JASPAR

(Bryne et al., 2008).

Sequence motif analysis tools can be hard to deploy and use locally. Many

commonly used software packages have therefore been made available as web

applications (Mahony and Benos, 2007; Thomas-Chollier et al., 2008). Public

servers can however be limited in the CPU time given to users which can rule

out their use for large scale studies. Data exchange and usability can also be

a challenge. Therefore I have created an OS X based desktop software package

for sequence motif analysis that is easy to install and update. Compared to

previously published desktop based cis-regulatory sequence analysis tools such

as TOUCAN (Aerts et al., 2003) or Sockeye (Montgomery et al., 2004), iMotifs

is more focused on visualisation and computation of sequence motifs, although it

also supports visualising scored motif matches in sequences.
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Figure A1: iMotifs can present motif sets and alignments. It integrates with the
OS X desktop’s previewing functionality and includes a number of analysis tools
including an integrated NestedMICA motif inference tool.
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Features

iMotifs is designed for visualisation and analysis of cis-regulatory motifs and

sequences. It can be used to retrieve sequences (for example for a coregulated

group of genes), infer cis-regulatory motifs from them and score sequences with

motif models, visualise them and their scored matches, and compare them against

other motifs (Fig. 1 shows the core functionality). A tutorial is included on

the website for common tasks (see Availability). Motifs can be manipulated

and moved between sets by dragging and dropping, and filtered using keyword

searches. Summary statistics such as entropy, column count or distance from

closest pair can also be shown alongside. Free form key-value pair metadata such

as database identifiers, species or notes can be viewed and edited. PDF export

and printing is available. Import and export of TRANSFAC formatted motif files

is also possible.

iMotifs can be used to retrieve sequences from the Ensembl database (Hubbard

et al., 2009). The retrieved sequences can be aligned either to transcription start

sites (putative promoter sequence) or ends (e.g. for micro-RNA seed finding),

and they can be filtered by gene identifiers. The retrieval tool can fetch spe-

cific sequence regions using GFF formatted annotation files, and includes specific

support for ranking and retrieving regions of interest based on ChIP-seq ‘peaks’:

MACS (Zhang et al., 2008a), FindPeaks (Fejes et al., 2008) and SWEMBL for-

mats are supported. Sequences are optionally processed to mask repeats and

translated sequence.

iMotifs supports the quick previewing and thumbnailing service native to OS

X (QuickLook). Previewing is especially useful for browsing sequence motif sets

stored remotely (e.g. on a remote cluster) as no manual transfer or file opening

is needed. An automated software update mechanism is included.

Many common motif analysis tasks are supported. These include finding clos-

est matching and reciprocally matching motif pairs between two motif sets with

the distance metric and algorithm described in Down et al. (2007). Motif multiple

alignments can be visualised and computed with a greedy gapless motif multiple

alignment algorithm. Motif inference experiments can be run with the integrated

NestedMICA (Down and Hubbard, 2005) tool simply by dragging FASTA for-
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matted sequence files to iMotifs. Downstream analyses such as motif scanning,

overrepresentation analysis, and motif hit score cutoff assignment as described in

Down et al. (2007) is also possible. Analysis tasks are run in parallel without

blocking the user interacting with the application.

Interoperability

Although iMotifs itself works only on computers running Mac OS X, the analysis

tools developed for and included in iMotifs are cross-plaform (Java based) and

depend only on libraries included with the package. Most analysis functions are

implemented by stand-alone command-line programs. This makes it possible to

rapidly integrate unmodified tools into iMotifs. The included analysis tools can

also be run on any UNIX system without iMotifs.

I feel that the use of a standard format for exchanging sequence motif data is

beneficial for the research community, given the literally hundreds of motif infer-

ence tools and databases that are available (reviewed in Das and Dai (2007)). To

encourage the take up of a standard file format for motifs, I provide a program-

ming interface for the input and output of the annotated motif file format XMS

for the Perl, Ruby, R and Objective-C languages. The Perl and R libraries can

also be used to visualise sequence logos.

Conclusions

I have created an integrated desktop application for short sequence motif anal-

ysis. It incorporates visualisation, inference, alignment and comparison tools.

The application widens the user base of sequence motif analysis tools and can

improve the productivity of researchers working with sequence motif data. I aim

to integrate with more sequence motif analysis tools and web services and to de-

velop further the already included basic protein motif visualisation and inference

support.

I also encourage the introduction of a standard format for exchange of se-

quence motif data by providing conversion utilities and an API for input and
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output of XMS motif set files for a number of common bioinformatics program-

ming languages.
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Appendix B - The motif

inference tutorial

Introduction

1The tutorial below is aimed to introduce a researcher new to regulatory genomics

to taking use of the NestedMICA and NMICA-extra motif inferecene tools to

identify and analyze sequence motifs from noncoding genomic sequence. We

demonstrate uses of the NMICA-extra package with a short sequence analysis

project where NestedMICA is first used to recreate the STAT1 transcription

factor binding motif from Robertson et al. (2007).

The first step is retrieving input genomic sequences corresponding to the

ChIP-seq peak regions. To ease the retrieval and importantly preprocessing of

input sequence (repeat masking and exclusion of translated sequences), Nested-

MICA has been enhanced with a number of tools for retrieving sequence from

the Ensembl database (Flicek et al. 2008): nmensemblseq, nmensemblfeat and

nmensemblpeakseq.

1. nmensemblseq: retrieves sequences around transcription start sites or 3

UTRs or introns.

1The following manuscript is a result of collaboration between the author of this thesis
(MP), Dr. Thomas Down (TD), and MP’s thesis supervisor Dr. Tim Hubbard (TH). The
work is published in (Piipari et al., 2011). Authors’ contributions are as follows: MP wrote the
manuscript, all authors read it and provided feedback.
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2. nmensemblfeat: retrieves specific sequence regions using GFF formatted

annotation files as input.

3. nmensemblpeakseq: retrieves sequence regions close to ChIP-seq peaks

• MACS (Zhang et al., 2008b)

• FindPeaks (Fejes et al., 2008)

• SWEMBL ( http://www.ebi.ac.uk/~swilder/SWEMBL/ )

Two more generic sequence feature formats are also supported:

1. BED (https://cgwb.nci.nih.gov/goldenPath/help/customTrack.html)

2. GFF (http://www.sanger.ac.uk/resources/software/gff/spec.html)

We will use nmensemblpeakseq to retrieve sequence windows corresponding to

50 base long sequence windows around ranked ChIP-sequencing peak maximum

positions of the 500 top-ranking peaks.

nmensemblpeakseq −database homo sap iens core 52 36n \
−host ensembldb . ensembl . org \
−user anonymous −port 5306 \
−inputFormat peaks \
−peaks STAT1 IFNGstim hg18 xset200 dupsN ht10 . sub . peaks \
−maxCount 500 \
−aroundPeak 50 \
−minLength 50 \
−minNonN 80 \
−repeatMask \
−exc ludeTrans l a t i on s \
−chunkLength 100 > s tat1−st imulated−50bp−around−max . f a s t a

The regions included in the dataset have been mapped to the NCBI36 human

genome assembly (Ensembl release 52). We therefore request sequences relative

to the same release of the Ensembl database (homo_sapiens_core_52_36n). The

reason for choosing the database, hostname and port combination above is that

at the time of writing the publicly available Ensembl instance that serves the

Ensembl release 52 is the port 5306 on ensembldb.ensembl.org.
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Sequence background model estimation

Before motif inference from the retrieved sequences, it is advisable to estimate a

NestedMICA sequence background model as a separate step. This can be done

with the command nmmakebg, which requires two input parameters: Markov chain

order and the number of mosaic classes. The Markov chain parameter is usually

set to 1st order because some of the DNA motif specific downstream analysis tools

require this. The class count parameter that yields best performance tends to

be 4 (Down and Hubbard, 2005), but it is best to evaluate different mosaic class

parameters before the potentially long-running motif inference analysis. Back-

ground models can be evaluated using the command nmevaluatebg

nmevaluatebg −order 1 \
−minClasses 1 −maxClasses 8 \
−s eqs stat1−st imulated −500bp−around−max . f a s t a \
−t e s t S e q s stat1−s t imulated . f a s t a \
> min1c lasses−max8classes−eval−bg . eva l

The output of nmevaluatebg can be used to find the mosaic order parameters

at which the background model performance, as measured by sequence likelihood

given the background model, shows little increase or drops. These parameter

values are then taken as the optimal ones. The easiest way to interpret the

results is to plot them using R with the nmica R package (http://github.com/

mz2/r-utilities).

> l i b r a r y ( nmica )

>eva l . r e s u l t s <−
read . nmevaluatebg (

m i n 1 c l a s s e s−max8classes−eval−bg . e v a l )

>p lo t ( eva l . r e s u l t s $ c l a s s e s ˜ eva l . r e s u l t s $ l i k e l i h o o d )

This evaluation (Figure A2) suggest a suitable order parameter as 4. We can

now commence with the background model estimation:

nmmakebg −c l a s s e s 4 −order 1 \
−s eqs stat1−st imulated −500bp−around−max . f a s t a \
−out seqs−4c l a s s e s −1s t o r d e r . bg
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Figure A2: Output of the nmevaluatebg command plotted in R.

191



Motif inference

After retrieving the input sequences and determining class and order parame-

ters with nmmakebg, we can now run the NestedMICA motif inference with the

command nminfer.

nminfer −s eqs stat1−s t imulated . f a s t a \
−numMotifs 1 \
−backgroundModel s tat1−st imulated−4c l a s s e s . bg \
−minLength 6 −maxLength 14 \
−minSeqLength 50 \
−maxCycles 1000000 \
−revComp \
−expectedUsageFract ion 0 .70 \
−checkpoint stat1−st imulated−checkpoint \
−sampleFi l e stat1−st imulated−sample \
−sample Inte rva l 10000 \
−c h e c k p o i n t I n t e r v a l 10000 \
− l o g I n t e r v a l 100 \
−d i s t r i b u t e d −port 5001 −threads 4 \
−out mot i f s . xms > nminfer . l og 2> nminfer . e r r

Note that the above command line instructs periodic output of checkpoint

files that can be used to restart the computation, as well as sample motif set files

(preliminary motif set solutions that can visualised whilst the computation is still

running). The above nminfer command line also demonstrates distributed com-

puting with NestedMICA: the -distributed and -port 5001 instruct nminfer

to act as a server that responds at port 5001 to distribute its work load to sepa-

rate worker nodes (each of which would typically correspond to one computer in

a computational cluster). Worker nodes that connect to a server can be created

with the command nmworker.

nmworker −s e r v e r nmica server hostname −port 5001 −threads 4

The actual host name given above depends on the host name of the computer

where nminfer was set to run.
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Motif overrepresentation

When interpreting the output of NestedMICA, it is important to note that the

algorithm does not rank its output motifs relative to each other or predict hit

positions for them. A common way of assessing computationally inferred motifs

is through a motif overrepresentation analysis. By overrepresentation analysis we

mean a statistical exercise where sequences with the motif (the positive set) are

discriminated from those assumed to be devoid of it (the negative set). The ap-

proach taken in NMICA-extra for computing the degree of overrepresentation in

a set of sequences is the ROC-AUC (Receiver-Operator Characteristic Area Un-

der the Curve) statistic, computed with the tool nmrocauc. In short, sequences

are labelled as positive or negative and the maximum motif bit score is used

to predict if any given sequence is part of the positive or the negative sequence

set – the maximum motif hit score is used to classify the sequences. The AUC

statistic that is reported by this analysis is a measure of how often a randomly

chosen positive sequence is ranked above a randomly chosen negative sequence.

It therefore provides a measure of separation of maximum motif hit score dis-

tribution of the positive examples from the negative examples. To estimate the

null distribution of scores with the length distribution and sequence composition

used, the negative sequences are shuffled and the randomly generated sequences

are then scored according to the same criterion. The shuffling conducted as part

of this method accounts for the fact that the maximum hit score distributions of

sequences can vary based on nucleotide composition.

#Retr i eve 1000 random core promoter sequences :

#900bp upstream of TSS and up to 100bp downstream

#Exclude any repea t s and t r a n s l a t e d sequence

nmensemblseq \
−sampleRandomGenes 1000 \
−fivePrimeUTR 900 100 \
−prote inCoding \
−repeatMask \
−exc ludeTrans l a t i on s \
−database homo sap iens core 52 36n \

193



−host ensembldb . ensembl . org \
−port 5306 \
−user anonymous > \
1000−random−human−promoters 900bp−upstream−100bp5utr . f a s t a

#Sample 1000 random sequences o f l ength 50

#The sequence window length

#i s the same as that o f the peak sequence windows

nmrandomseq \
−count 500 \
−l ength 50 \
−s eqs 500−random−human−promoters 900bp−upstream−100bp5utr . f a s t a > \
100bp−windows−from−random−human−promoters . f a s t a

nmrocauc \
−p o s i t i v e S e q s s t a t 1 c h i p p e a k s . f a s t a \
−negat iveSeqs \
50bp−windows−from−random−human−promoters . f a s t a \
−mot i f s stat1 human . xms

#Output :

#moti f2 0 .992880 0.00000

The above analysis shows that the discovered motif is strongly over-represented

in the ChIP-sequencing peaks when compared to random noncoding sequence re-

gions of the same genome (the empirical p-value, which is the second value in the

nmrocauc output, is below 10−5.

The STAT transcription factors are a well studied family of transcription

factors and DNA binding motif have therefore been deposited to publicly available

databases such as TRANSFAC (Matys et al., 2006). This makes it possible

to validate the sequence motif we have inferred from the ChIP-seq data with

NestedMICA by searching it against motif databases with the reciprocal matching

procedure described above. Reciprocal matching of motifs is implemented in the

tool nmshuffle that is distributed as part of NestedMICA.
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nmshuf f l e −boot s t raps 100000 \
t r a n s f a c 1 2 . 2 . xms stat1−human . xms

#Output :

#moti f0 STAT5A [ M00457 ] 0 .531520 0 0.00000

A statistically significant match is identified for the NestedMICA STAT1 motif

in the TRANSFAC database (the empirical p-value which is the last column in

the nmshuffle output above, is below 10−5). An inspection of the closest matching

motifs makes it clear that NestedMICA infers a very similar binding specificity

pattern for STAT1 as has been previously reported for members of the STAT

family transcription factors (Figure A3).

Figure A3: The predicted motif alongside known STAT motifs from the TRANS-
FAC database.
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Appendix C - Motif inference

algorithm assessment parameters

The parameters given for each of the motif inference methods tested in Chapter 5

are given below.

NestedMICA

The NestedMICA algorithm was run with the following parameters:

nminfer −numMotifs 200 \
−minLength 6 −maxLength 14 \
−expectedUsageFract ion 0 .2 \
−backgroundModel s c 4 c l a s s e s 1 o r d e r . bg \
−s eqs or tho logs−sc −1000. f a

Sequence background model parameters were evaluated with nmevaluatebg

using a randomly chosen half of the input sequence for model learning (-trainSeqs)

and the remaining half for model evaluation (-testSeqs). As suggested in the

NestedMICA manual, the Markov chain order was kept constant at 1 (-order 1)

and the mosaic class parameter was varied between 1 and 8 (-minClasses 1

-maxClasses 8). The sequence likelihood values achieved with each of these

parameter settings are shown in Figure A4.

Mosaic class count 4 was chosen based on the above evaluation because it

presents an acceptable compromise between a descriptiveness and complexity of
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Figure A4: Evaluation of sequence background model class counts at Markov
chain order 1.

the model; Increasing the class count beyond 4 results in diminishing gains in the

sequence likelihood. The runtime of the application also increases.

Weeder

The weeder algorithm (Pavesi et al., 2001) was run with the weederlauncher.out

driver script distributed with the program. The ‘large’ settings were used to

search for motifs between 6 and 12 nucleotides long, and motifs were allowed to

be present on either strand:

weeder launcher . out or tho logs−sc −1000. f a SC l a r g e S M T200

For all downstream analyses, the motif output by the program were trimmed

to the top 200 reported motifs.
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AlignACE

The parameters used for running AlignACE (Roth et al., 1998) are described

below:

AlignACE −numCols 10 −gcback 0 .38 − i o r tho logs−sc −1000. f a

The sequence background model used by AlignACE is a 0th order Markov

chain, simply parameterised by the overall GC content of the yeast genome (Gof-

feau et al., 1996). The motif length (number of columns) was set to 10. Length

of 10 was chosen because it is the median motif length in the JASPAR motif

database which the predicted motifs are primarily compared with.

MEME

MEME version 4.3.0 (Bailey et al., 2006) was run with the following parameters:

meme . bin or tho logs−sc −1000. f a \
−dna −mod anr \
−nmot i f s 100 −minw 6 −maxw 14 \
−b f i l e ˜/meme 4 . 3 . 0 / t e s t s /common/ yeast . nc . 6 . f r e q

The motifs were constrained to lengths between 6 and 14, similarly as done

with NestedMICA. The background model used was the 6th order Markov chain

background model trained from S. cerevisiae intergenic sequences which is sup-

plied with MEME 4.3.0 (motif finding with a 3rd order background was also

attempted). The sequence-motif model used was the “any number of repeats”

model (-mod anr). Number of motifs was set to 100 – it was the largest number

of motifs that MEME allows.

MotifSampler

MotifSampler (Thijs et al., 2001) was run with the following parameters:

MotifSampler −f o r tho logs−sc −1000. f a \
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−b or tho logs−sc −1000. moti fsamplerbg \
−r 50 −s 1 −M 1 −n 50 −w 10 \
−o or tho logs−sc −1000. mot i f samplerout \
−m ortho logs−sc −1000. mot i f s

The motif count parameter 50 (-n 50) was used because the program did not

report motifs when large numbers of motifs were requested. The motif width 10

was chosen as it was the maximum allowed by the program, and the median motif

length in the JASPAR database. Before the motif inference program was run,

a 2nd order background model was trained from the input sequences using the

CreateBackgroundModel tool supplied with MotifSampler, with the following

parameters:

CreateBackgroundModel \
−f . . / o r tho logs−sc −1000. f a \
−b or tho logs−sc −1000. moti fsamplerbg \
−o 2 −n SC

YMF

YMF (Sinha and Tompa, 2003b) was run with the following parameters::

. / s t a t s s t a t s . c o n f i g 200 8 \
ymftables / yeast −s o r t o r tho logs−sc −1000. f a

Two hundred 8-mers were inferred, using the yeast background nucleotide fre-

quencies from the table supplied with the program (../ymftables/yeast). The

output of YMF was post-processed another program, FindExplanators (Blanchette

and Sinha, 2001), which removes redundancy amongst the consensus strings, out-

putting supposedly independent motifs.

f i n d e x p l a n a t o r s \
ymftables / yeas t powersGenera l i z ed . 3 . bin \
or tho logs−sc −1000. f a s t a t s / r e s u l t s 5
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FindExplanators reported a single motif AAARNRAAA regardless of the final

explanator motif count parameter, which was varied. An inspection of the YMF

results, which were given to FindExplanators as input, shows that the YMF out-

put indeed only contains consensus strings that closely fit either AAARNRAAA

or its reverse complement TTTYNYTTT. An excerpt with the first ten motifs

from the set of 200 are given below.

2 AAARNRAAA 1529 48 .93 345.6754 584.8017

3 TTTYNTTTY 1582 48 .37 365.7588 632.3148

4 AAAANRAAA 1223 48 .17 242.6953 414.1873

5 AAAANAAAA 994 47 .53 167.9777 302.0721

6 AAARNAAAA 1202 47 .46 239.8017 411.0152

7 ARAANRAAA 1478 47 .30 354.0071 564.6885

8 TTTTNTTTY 1258 47 .03 253.1523 456.4886

9 TTYTNTTTY 1514 47 .00 360.8600 602.0605

10 AAAANRRAA 1493 46 .94 351.1163 591.8228

As one can see, motifs output by YMF with these parameters are a largely

redundant set. I chose to still analyse these motifs alongside the other predictions

further, to see how a highly redundant motif set would perform in my assessment.

SOMBRERO

SOMBRERO (Mahony et al., 2005b) was run with the following parameters:

SOMBRERO −t o r tho logs−sc −1000. f a \
−b / n f s / u s e r s / nfs m /mp4/sombrero/ yeas t . back \
−lm 6 14 \
−time 200 \
−out r e s u l t s . sombrero

The 2nd order sequence background model of the yeast genome was down-

loaded from http://bioinf.nuigalway.ie/sombrero/binaries/backgrounds.zip. The

training iteration count was set to 1000 (ten times larger value than the default,

to reflect the large nature of the problem). The minimum and maximum motif
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lengths were set to 6 and 14 respectively. The program output was cut to 200

motifs by ranking motifs by the z-score which SOMBRERO reports.

Oligoanalysis

Oligo-analysis (Thomas-Chollier et al., 2008) was run with the web form included

in the RSA Tools web server at http://rsat.ulb.ac.be/rsat/oligo-analysis_

form.cgi, with the parameters shown in Figure A5, to discover a total of 50 over-

represented sequence words.

Figure A5: Parameter choices used with Oligo-analysis.
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