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Abstract

Malignant transformation is the transition of a cell from a normal state of proliferative home-

ostasis to a state of abnormal over-proliferation, acting as the initial step of tumourigenesis.

This process is governed by the mutation of genes controlling cellular processes such as cell

division, DNA replication and growth signaling. In this project, genome-wide forward genetic

screening approaches were used to identify novel candidate genes involved in transformation.

The model system used was the transformation-sensitive murine cell line NIH3T3, in which

genes were assessed for their ability to initiate the formation of transformed foci of prolifera-

tion when mutated in vitro.

Firstly, the NIH3T3 genome was sequenced to characterise its genetic background and

identify possible reasons for its transformation-sensitive phenotype. This was accompanied

by Multiplex - Fluorescence In Situ Hybridisation to investigate large-scale genomic alter-

ations. These approaches identified specific indels and single nucleotide variants in known

cancer-associated genes, and large-scale genomic alterations, both of which may contribute to

the transformation sensitivity of the cell line. The karyotype was discovered to be highly ab-

normal and heterogeneous, suggesting high chromosomal instability and continuing evolution

of the line. This work has provided valuable insight into the limitations of this model and has

implications for its use in this project and beyond.

The first genetic screening approach used was a pooled CRISPR-Cas9 genome-wide knock-

out screen, identifying candidate tumour suppressor genes by generating loss-of-function mu-

tations. Genes causing an increase in proliferative focus formation when knocked out were

identified by sequencing the guide RNA population and identifying those that were overrep-

resented in the cultured cells using the algorithm Model-based Analysis of Genome-wide

CRISPR-Cas9 Knockout. This identified putative genes associated with transformation, which

were then compared with existing mutation data from human cancer sequencing efforts. This

screen successfully identified some known cancer-associated tumour suppressor genes, along

with potential novel candidates. As a complementary approach, a genome-wide transposon-

based screen was also conducted, activating genes by inserting the CMV promoter at random

throughout the genome using a PiggyBac-based transposon. Recovery of the insertion sites in

the final cell population to locate sites that are overrepresented is currently in progress, aiming



x

to identify putative oncogenes.

While further work to validate the candidates identified is needed, this work has made some

progress towards identifying novel transformation-associated genes. If these genes can be

validated, they may provide useful insights into the biology of early tumourigenesis, informing

further research and possible therapeutic targets.
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Chapter 1

Introduction

1.1 Cancer genetics: a brief overview

Cancer is a collection of diseases involving the abnormal proliferation of cells with the ability

to invade other parts of the body, causing 8.8 million deaths per year worldwide (World Health

Organisation, 2018). It is now the second leading cause of mortality globally due to increasing

worldwide incidence, with an ageing population responsible for much of this phenomenon

(Fitzmaurice et al., 2017).

Cancer is fundamentally a genetic disease, with tumour initiation and development gov-

erned by the acquisition of mutations in somatic cells during a person’s lifetime. A genetic

origin of cancer has been hypothesised for over a century, beginning with the observation of

inheritance of incorrect chromosomal numbers and subsequent abnormal development in sea

urchins by Theodor Boveri, leading him to postulate that the acquisition of similar errors in

genetic material may be responsible for the abnormal proliferation seen in tumours (Balmain,

2001; Boveri, 1902). Following the discovery of genes as the units of heredity, the identi-

fication of specific genes associated with tumourigenesis began. Genes involved in cancer

are often divided into two broad categories; oncogenes that promote tumourigenesis when

activated or amplified, and tumour suppressor genes that are associated with cancer when sub-

jected to loss-of-function mutations (Lodish et al., 2000). Oncogenes were first discovered

when it was observed that the avian sarcoma virus genes causing malignant transformation in

infected cells showed homology to normal avian genes (Stehelin et al., 1976). This illustrated

that the genes responsible for tumourigenesis were mutated versions of host genes. Tumour

suppressor genes were initially identified through the existence of familial cancer syndromes,

where the heterozygous loss-of-function mutation of a gene that protects against cancer in the

germline leads to increased susceptibility to a specific range of cancers in affected individuals

(Nagy et al., 2004). For example, hereditary retinoblastoma is caused by the mutation of the
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gene RB1 in the germline, leading to the development of multiple retinal tumours during early

childhood (Friend et al., 1986). The discovery of this syndrome led to the development of

the ‘two hit’ hypothesis by Knudson in 1971, describing a statistical model of the indepen-

dent loss-of-function mutation in both alleles of a tumour suppressor gene required to cause a

cancer-associated phenotype (Knudson, 1971).

Recent developments in molecular biology have driven an increased understanding of the

genes and biological processes involved in tumourigenesis. For example, the use of microar-

ray technology in the analysis of human cancer samples enabled the identification of genes

associated with cancer through the study of genes exhibiting copy number changes in the

genome (Albertson et al., 2000), or showing alterations in gene expression (Perou et al., 2000).

The advent of next-generation sequencing has revolutionised cancer gene discovery, allowing

large-scale identification through the sequencing of ever-increasing numbers of tumour sam-

ples (Martincorena et al., 2017). The primary disadvantage of these genome-wide approaches

that utilise patient cancer samples is that they work on the principle that functionally important

genes in cancer development will be mutated more frequently than expected, and while this

establishes an association between a mutation and a phenotype, it cannot determine how or

when this mutation affects tumourigenesis.

Functional screening can be used to complement next-generation screening by experimen-

tally generating mutations and identifying those that give rise to the desired phenotype. A

variety of techniques have been historically used for mutation generation, including chemical

or radiation-based mutagens, and transposon-based insertional mutagenesis (Friedrich et al.,

2017; Moresco et al., 2013). More recently, the development of CRISPR-Cas9 genome editing

technology has enabled efficient, homozygous loss-of-function mutation at specific loci, facil-

itating forward genetic screening for a variety of phenotypes (Koike-Yusa et al., 2013). The

advantage of these experiments is that they identify genes through functional assays, showing

a causal relationship between a phenotype and a mutation. The combined power of functional

screening and the increasing scale of next-generation sequencing of patient tumours is likely

to fuel the discovery of new cancer-related genes in future.

1.2 Malignant transformation

Malignant transformation is the the initial step in tumourigenesis, when a normal cell acquires

the characteristics of cancer. Normal tissues maintain growth homeostasis by balancing pro-

liferation, differentiation and cell death at the tissue level (Biteau et al., 2011). Malignant cells

overcome these controls, allowing overproliferation and the formation of a clonal expansion,

generating a tumour. This requires the disruption of multiple cellular mechanisms, producing a
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set of phenotypes known as the ‘hallmarks of cancer’. These consist of sustaining proliferative

signalling, evading growth suppression, activating invasion and metastasis pathways, enabling

replicative immortality, inducing angiogenesis and resisting cell death, with deregulation of

cellular energetics and avoidance of immune detection emerging more recently as additional

important traits (Hanahan and Weinberg, 2011). Genetic instability and tumour-promoting

inflammation act as enabling characteristics that facilitate acquisition of these hallmarks, by

increasing mutation rate and proliferation and generating genetic diversity for clonal selection

to act upon.

Transformation occurs by the mutation of genes associated directly or indirectly with

proliferative control, working cooperatively to generate these cancer-associated phenotypes.

Commonly dysregulated pathways include growth signalling pathways such as RAS-RAF-

MEK-ERK (Li et al., 2016), pathways governing proliferation and apoptosis such as PI3K-

AKT (Liu et al., 2009), and those involved in cell cycle control, for example RB-E2F (Nevins,

2001). Some genes such as TP53 influence all of these cellular functions and more, acting as

hubs for the integration of cellular proliferation signalling (Lane and Levine, 2010).

Mutation of these genes occurs by a number of mechanisms, including exposure to exoge-

nous mutagens such as ultraviolet light and chemical carcinogens (Brash et al., 1991; Miller

and Miller, 1981), chronic inflammation (Coussens and Werb, 2002), or stochastic failures of

DNA replication (Tomasetti et al., 2017), the rate of which increases with age (Milholland

et al., 2015).

1.3 Models of malignant transformation

In order to study the earliest stages of tumourigenesis, tractable models of malignant trans-

formation are required. In vitro models using cell lines are easily manipulated, allowing the

introduction of genetic material via transfection or transduction, or mutations using genome

editing. Immortalised but non-tumourigenic human and mouse cell lines have provided a

valuable model whereby tranformation can be observed in vitro. For example, MCF-10A

and NIH3T3 have been shown to transform in response to oncogene overexpression (Gian-

nakourous et al., 2015; Wasylishen et al., 2011). The practicality and relatively low cost of

using such cell lines often makes them the most suitable model for genome-wide screening

and other high-throughput approaches. However, the utility of these models is limited by their

differences from the ‘normal’ cells in which tumourigenesis occurs in vivo, which have been

observed at the genetic, epigenetic, transcriptomic and phenotypic level (Hughes et al., 2007;

Pellacani et al., 2016).

Induced pluripotent stem cells (iPSCs) have been used as an alternative to established
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cell lines, acting as a more representative model of the somatic cells of origin of specific

tumour types. For example, iPSC-derived neural progenitor cells have been transformed into

glioma-initiating cells through dysregulation of receptor tyrosine kinase and p53 signalling

(Sancho-Martinez et al., 2016). However, another limitation of cell-based models is that they

do not fully recapitulate tumourigenesis due to the absence of the components of the cancer

microenvironment, such as the immune system, that can affect the ability of a transformed cell

to actually form a tumour in vivo.

Mouse models have the advantage of demonstrating transformation in situ, taking into ac-

count non-cell autonomous factors. Mouse genomes can be easily genetically manipulated

in site- and time-specific ways, making them a powerful model for the investigation of early

events in tumourigenesis (Balani et al., 2017). Sophisticated models allow the induction of

mutations in specific cell lineages, identifying transforming mutations and cells of origin

in multiple tumour types (Blanpain, 2013). However, caution must be exercised when us-

ing mouse models to make conclusions about human disease, as there are relevant genetic

and physiological differences between the two species. For example, it has been shown that

mouse cells incompletely recapitulate human haematopoeitic oncogenesis, partially as they

are more easily transformed than their human counterparts (Beer and Eaves, 2015). One way

to ameliorate this issue is to combine mouse and human models by introducing human cells

into immunodeficient mice, studying the ability of cells that have been modified in vitro to

form tumours in vivo. For example, the injection of non-cancerous patient-derived prostate

basal cells engineered to express activated AKT and ERG and the androgen receptor has been

shown to lead to the development of prostate cancer in mice (Goldstein et al., 2010). However,

a further disadvantage of in vivo models is their lack of scalability for screening approaches.

An alternative to the use of models is the study of mutation profiles in human cancers, de-

constructing the evolution of the tumour to identify the mutation(s) responsible for the initial

transformation event (Aparicio and Caldas, 2013; Shlush et al., 2014). The advantage of this

is that these mutations have occurred in real cases of the disease, so results are more likely

to be biologically relevant. However, this approach is inherently observational, and therefore

limited to detectable mutations in the available samples. This means that, unlike in model or-

ganisms, mutations cannot be experimentally manipulated to probe their effects. Additionally,

the deconvolution of the mutational history of a tumour is technically challenging, especially

as most cancers are detected at late stages (Cancer Research UK, 2014), by which time they

have many mutations and show high genetic heterogeneity. In addition to driver mutations that

promote tumour-associated phenotypes, the high mutation rate seen in many cancers leads to

the acquisition of many passenger mutations (Pon and Marra, 2015). This makes identifying

the mutation(s) that mediated the initial transformation difficult, especially as they may not
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still be present at high frequency in the tumour.

1.3.1 NIH3T3 cells

NIH3T3 is a mouse embryonic fibroblast cell line generated in 1969 from desegregated NIH

Swiss mouse embryo fibroblasts (Jainchill et al., 1969), using the same method used to gen-

erate the cell line 3T3 (Torado and Green, 1963). These cells spontaneously immortalised in

culture and became tetraploid shortly after establishment (Torado and Green, 1963). Subse-

quent work has descibed the cells at the cytogenetic level, using multicolour banding fluores-

cence in-situ hybridisation to characterise the NIH3T3 genome at high resolution (Leibiger

et al., 2013). This study found that the genome is predominantly tetrasomic (60%), but that its

ploidy varies across different sites, showing a complex karyotype with four derivative chro-

mosomes appearing since its previous characterisation in 1989 (Kasid et al., 1989).

NIH3T3 cells are sensitive to malignant transformation, transforming readily in response

to overexpression of an oncogene (Giannakourous et al., 2015; Rao et al., 2014). This pheno-

type makes them ideal for use as an in vitro model of tumourigenesis, allowing the detection

of mutations that are able to induce malignant transformation. In this project, NIH3T3 cells

were used in genome-wide forward genetic screening approaches to identify novel genes pu-

tatively associated with transformation. The NIH3T3 genome is poorly characterised at the

individual gene level, and the genetic background of the model may affect the outcome of

these screens. Therefore, the mutational landscape of the cells was characterised in chapter

two using whole-genome sequencing.

1.4 Genetic screening tools

1.4.1 CRISPR-Cas9

CRISPR-Cas9 based immunity in prokaryotes

Clustered regularly interspaced palindromic repeats (CRISPR) are genomic features found in

certain bacteria and archaea. These sequences are one component of a prokaryotic adaptive

immune mechanism that allows recognition and destruction of viral nucleic acid sequences

based on previous encounters with the same sequences. The second key component of this

system is the CRISPR-associated protein 9 (Cas9) endonuclease, which is directed to the

targeted viral sequences by homologous RNAs produced at the CRISPR sites, cleaving the

viral sequence and rendering it unable to perform its function (Barrangou et al., 2007).

In prokaryotes, two RNA components are generated from the CRISPR locus. The crRNA



6 Introduction

contains sequences homologous to the viral invaders that the CRISPR locus is derived from,

whereas the trans-activating CRISPR RNA (tracrRNA) is transcribed from a locus upstream,

and contains a region complementary to the repeat region of the CRISPR locus. This allows

binding to the crRNA, creating a double-stranded RNA which is cleaved by RNaseIII, before

associating with Cas9 to form an active ribonucleoprotein complex. In the presence of 3’

Protospacer Adjacent Motifs (PAMs) in the viral DNA, Cas9 then cleaves DNA at sequences

that bind to the crRNA (Deltcheva et al., 2011).

CRISPR-Cas9 based gene editing

This system has now been adapted for use in the genomic editing of a variety of cell types. An

engineered single guide RNA (sgRNA/gRNA) combines the functions of the crRNA and tracr-

RNA, targeting Cas9 to the desired genomic sequence. Cas9 derived from Streptococcus pyo-
genes is the most commonly used, creating double-stranded DNA breaks. This induces error-

prone repair by non-homologous end joining, causing insertions or deletions, leading to loss-

of-function mutation. For gene knockout, gRNAs are designed to target early, constitutively-

expressed exons, producing a null phenotype (Jinek et al., 2013). This system has since been

modified in a variety of ways to produce a wide range of effects in a sequence-specific manner.

For example, engineered CRISPR-Cas9 based systems can now be used for gene activation,

individual base-pair editing and epigenome modification (Adli, 2018).

Genome-wide CRISPR-Cas9 knockout screening

Methods for genome editing before the development of CRISPR-Cas9 technology, such as

transcription activator-like effector nucleases (TALENs) and zinc-finger nucleases, were lim-

ited by the need to design a new set of proteins for each target sequence. The relative ease

of using CRISPR-Cas9 due to the requirement only for a complementary oligonucleotide has

revolutionised the field due to the improved speed, cost and scalability (Adli, 2018). One of

the most powerful applications of large-scale CRISPR-Cas9 genome editing is genome-wide

knockout screening. This approach employs gRNA sequence libraries targeting genes across

the whole genome, allowing non-biased screening for a range of phenotypes. Libraries can

be pooled (Koike-Yusa et al., 2013) or arrayed (Metzakopian et al., 2017), and are most com-

monly introduced into cells using lentiviral vectors. Pooled libraries are less labour-intensive

to use for whole-genome screening, however a sequencing step is required for hit identifica-

tion, and they are not suitable for all functional assays. In pooled screens, genes of interest

are usually identified by sequencing of the cell population and detection of gRNA sequences

that are either enriched or depleted, which can be used to identify genes that suppress or are
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essential for the studied phenotype. In chapter three of this project, a pooled knockout screen

was used to identify gRNA sequences enriched in cells that have undergone malignant trans-

formation, indicating that the genes they target may have tumour suppressor function in the

early stages of tumourigenesis.

1.4.2 Transposons

Transposons as a biological tool

Transposons are mobile genetic elements that are ubiquitous components of metazoan genomes,

with sequences derived from them making up 45% of the human genome (Lander et al., 2001).

There are two classes of transposon: retrotransposons that are mobilised via an RNA interme-

diate using a ‘copy-and-paste’ mechanism, and DNA transposons that use a ‘cut-and-paste’

process, excising the original copy from the genome. Both classes require a transposase en-

zyme that cuts, ligates and rejoins the DNA during this process (Ivics et al., 2009). Trans-

posons have been widely used as a tool in molecular biology, taking advantage of their ability

to insert chosen DNA sequences into the genomes of model organisms in vivo (Mátés et al.,

2007). They have been used for applications such as the production of transgenic model or-

ganisms, and random insertional mutagenesis in forward genetic screening.

The transposons used in molecular biology are mostly of the DNA-based class. Natu-

rally occuring versions encode a transposase in-between inverted terminal repeats (ITRs) that

contain binding sites for the transposase. Experimentally, the transposase is usually supplied

in trans, with the sequence of choice lying between the ITRs; this sequence can now be in-

serted efficiently into the experimental host genome (Ivics et al., 2009). Initially the use of

transposons was limited to lower organisms such as Drosophila that have retained active DNA

transposons in their genomes, however subsequent developments have produced modified sys-

tems such as Sleeping Beauty and PiggyBac that have high activity in mammalian systems

(Ding et al., 2005; Ivics et al., 1997).

Transposon-based whole-genome screening

The advantage of transposons for genome-wide screening is that, unlike lentiviral approaches,

transposons do not show tissue tropism so are more widely applicable to a range of cell types

and tissues, both in vitro and in vivo. Transposon insertions are easily recovered by sequencing

using their specific molecular characteristics, allowing for the quantification of insertion sites

(Friedrich et al., 2017). In addition to insertional mutagenesis that generates loss-of-function

mutations, modified transposons can be used to create a range of genome-wide modifications.

For example, transposons carrying combinations of promoter and enhancer elements have
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been used in mice to identify novel cancer-associated genes (Rad et al., 2010). In chapter

four of this project, a transposon-based approach was be used to insert the cytomegalovirus

(CMV) promoter into the NIH3T3 genome at random, increasing expression of downstream

genes. This approach aimed to identify putative oncogenes that are able to mediate malignant

transformation when overexpressed.

1.5 Overall aims

• To characterise the genome of cell line NIH3T3, investigating possible genetic causes

behind its tranformation-sensitive phenotype.

• To compare the genomes of NIH3T3 wild-type and the daughter cell line NIH3T3-

Cas9, identifying any genetic divergence that has taken place in culture and potential

phenotypic effects of this.

• To identify candidate genes involved in transformation using a genome-wide CRISPR-

Cas9 knockout screen in NIH3T3-Cas9.

• To identify candidate genes involved in transformation using a genome-wide transposon-

based activation screen in NIH3T3.

• To compare these candidate genes with genes identified in existing cancer genome data

and prioritise candidates for validation and further investigation.
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1.6 Abbreviations

CGC Cancer Gene Census

COSMIC Catalogue Of Somatic Mutations In Cancer

CRISPR Clustered Regularly Interspaced Short Palindromic Repeats

DMEM Dulbecco’s Modified Eagle’s Medium

FBS Fetal Bovine Serum

gRNA Guide RNA

MAGeCK Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout

M-FISH Multiplex - Fluorescence In Situ Hybridisation

PBS Phosphate Buffered Saline

SNV Single Nucleotide Variant

TCGA The Cancer Genome Atlas

VCF Variant Call Format

VEP Variant Effect Predictor (Ensembl)

Table 1.1: Abbreviations

1.7 Thesis Overview

In Chapter two, I describe the acquisition and analysis of the whole-genome sequence data

obtained for NIH3T3 wild-type and its modified daughter cell line NIH3T3-Cas9. In brief, this

consists of the identification of single nucleotide variants and indels in NIH3T3, assessment

of their possible effects in coding regions, and cross-referencing of their locations with genes

listed in the Cancer Gene Census and mutations catalogued in COSMIC to investigate variants

that may play a role in the transformation-sensitive phenotype of the cell line. Additionally,

this chapter describes the comparison of the genome of NIH3T3 with NIH3T3-Cas9 to identify

any genetic differences between them, and any possible phenotypic effects of these, assessing

the suitability of NIH3T3-Cas9 as a model in the CRISPR-Cas9 screen discussed in Chapter

3. NIH3T3-Cas9 was also karyotyped using Multiplex - Fluorescence In Situ Hybridisation to

identify large scale genomic alterations.

In Chapter three the design of the genome-wide CRISPR-Cas9 knockout screen for genes

involved in transformation is detailed, along with the analysis of the generated data using

MAGeCK (Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout) and prioritisa-

tion of candidate genes using existing cancer genome data. Following this, efforts to validate

these candidate genes are described. Chapter four covers the genome-wide transposon-based
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activation screen for genes involved in transformation and future plans for the analysis of these

data.

The final chapter summarises the results of the previous chapters, discussing possible fur-

ther directions and wider implications of this work.



Chapter 2

Genomic analysis of NIH3T3 and
NIH3T3-Cas9 cells

2.1 Introduction

NIH3T3 is a mouse embryonic fibroblast cell line, originally generated from a single cell from

a mouse from the NIH Swiss strain in 1969. The cells are spontaneously immortalised but not

transformed, and are sensitive to malignant transformation in culture (Jainchill et al., 1969),

making them ideal for use in forward genetic screening for this phenotype. However, a limi-

tation of using this cell line as a model is that established cell lines are not fully representative

of normal organisms, due to the presence of mutations acquired during culture. For exam-

ple, in NIH3T3, mutations would have been required to overcome replicative senescence to

spontaneously immortalise the cell line. Existing mutations present in the cell line have the

potential to affect the results of the forward genetic screening approaches used in this project

in two ways. Firstly, existing mutations may interact with those induced during the screens.

Secondly, the transformation-sensitive nature of this cell line means that it may have already

acquired some of the properties of cancer, potentially limiting the range of genes that can be

mutated to cause transformation in vitro. In order to investigate these possibilities, the genetic

background of NIH3T3 wild-type cells was characterised using whole genome sequencing.

The aim was to analyse the genetic variants present in this cell line in order to identify those

that may be responsible for its transformation-sensitive phenotype. This was done by com-

paring these variants with known cancer-associated genes in the Cancer Gene Census (CGC)

(Futreal et al., 2004) and mutations listed by the Catalogue Of Somatic Mutations In Cancer

(COSMIC) (Forbes et al., 2017). Additionally, the cell line NIH3T3-Cas9, which expresses

Cas9 as a transgene (see appendices B.1 and B.2), was investigated by Multiplex Fluorescence
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In Situ Hybridisation (M-FISH) in order to identify mutations such as translocations, and large

scale amplifications and deletions. Together, this information should help to inform interpre-

tation of the screen results, and assess the suitability of this cell line as an in vitro model for

malignant transformation.

Previous work on characterisation of NIH3T3 has shown that the cell line is predominantly

tetraploid, with widespread chromosome gains and losses and five derivative chromosomes

(Leibiger et al., 2013). Cytogenetic analysis using M-FISH has been compared with these re-

sults, allowing identification of chromosomal-scale variation within the cell line, and potential

karyotypic evolution over time, indicating chromosomal instability (section 2.3.5).

The NIH3T3-Cas9 cell line was also sequenced to identify differences between its genome

and that of its parental cell line NIH3T3 wild-type, which have been cultured independently

for an estimated 20 passages. The aim was to identify mutations that have occurred since the

establishment of NIH3T3-Cas9, quantifying how much genetic drift has taken place and if this

may affect the characteristics of the cell line relative to NIH3T3 wild-type.

2.1.1 Aims

Overall aim: To determine the genetic background of NIH3T3 and NIH3T3-Cas9, charac-

terising the models used in the forward genetic screening approaches applied in this project

(Chapters 3 and 4).

1. To identify small genetic variants (single nucleotide variants and indels) found in NIH3T3

compared to the mouse reference genome.

2. To compare these variants with mutations found in the CGC (Futreal et al., 2004) and the

COSMIC database (Forbes et al., 2017) to investigate the reasons for the transformation-

sensitive phenotype of NIH3T3.

3. To determine the karyotype of NIH3T3-Cas9 and identify genomic changes such as

translocations and large-scale amplifications and deletions.

4. To compare variants in NIH3T3 wild-type and NIH3T3-Cas9 to identify any genetic

divergence that has occurred between the two cell lines and its possible effects on the

use of the NIH3T3-Cas9 as a model for transformation.
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2.2 Materials and methods

2.2.1 Materials

Cell lines

NIH3T3 wild-type NIH3T3 wild-type cells were obtained from the American Tissue Cul-

ture Collection (ATCC® CRL-1658™).

NIH3T3-Cas9 NIH3T3-Cas9 cells were generated by Dr. Nicola Thompson from the ex-

perimental cancer genetics group at the Wellcome Sanger Institute (appendix B.1).

Reagents

Reagent Manufacturer

Agencourt AMPure XP SPRI beads Beckman Coulter

Blood & Cell Culture DNA Mini Kit Qiagen

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma Aldrich

Fetal bovine serum (FBS) Gibco

KAPA HiFi HotStart ReadyMix 2X Kapa Biosystems

NEBNext Ultra II DNA Library Prep Kit New England Biolabs

Penicillin, streptomycin and L-glutamine (100X, 50mg/mL) Gibco

Trypsin-EDTA (0.05%) Gibco

Table 2.1: Reagents used in the methods described in Chapter two

2.2.2 Methods

DNA extraction

Cells were cultured in complete DMEM (DMEM supplemented with 10% FBS and 500mg/mL

penicillin, streptomycin and L-glutamine), then detached using 0.05% trypsin-EDTA, cen-

trifuged (200xg, 5 minutes) and frozen at -80°C . Genomic DNA was extracted using Qiagen

Blood & Cell Culture DNA Mini Kit according to the manufacturer’s instructions.

Library preparation

Library preparation was performed with the assistance of the Cancer Genome Project at the

Wellcome Sanger Institute. DNA (200ng/120ml) was sheared to 450bp using a Covaris LE220
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instrument and purified using Agencourt AMPure XP SPRI beads. Libraries were constructed

using the NEBNext Ultra II DNA Library Prep Kit. Polymerase chain reactions (PCRs) were

set up using KAPA HiFi Hot Start Mix and IDT 96 iPCR tag barcodes. DNA was amplified

using the protocol in table 2.2. Post-PCR samples were purified using Agencourt AMPure XP

SPRI beads.

Cycle number Denaturing Annealing Extension

1 95°C, 5 minutes

2-7 98°C, 30 seconds 65°C, 30 seconds 72°C, 1 minute

8 72°C, 10 minutes

Table 2.2: PCR programme for the library preparation for whole genome sequencing of
NIH3T3 wild-type and NIH3T3-Cas9

Whole genome sequencing

Sequencing was performed using Illumina-B HiSeq X paired-end sequencing. The mean cov-

erage acheived was 37.2 for the NIH3T3 wild-type sample and 37.8 for the NIH3T3-Cas9

sample.

Analysis

The analysis of the whole genome sequence data generated from NIH3T3 wild-type and

NIH3T3-Cas9 is summarised in figure 2.1.

Variant calling Variant calling was performed with the assistance of Rashid Mamunur from

the experimental cancer genetics group at the Wellcome Sanger Institute. Samtools (Li et al.,

2009) mpileup (parameters: -C50 -pm3 -F0.2 -d2000 -L500 -r 10:0-50000000) followed by

BCFtools (Danecek et al., 2011) call were used to call single nucleotide variants (SNVs) and

indels, producing a variant call format (VCF) file.

Filtering Variants were filtered to remove those found in the cell line due to their presence

in the NIH Swiss mouse germline. Variants found in 36 inbred mouse strains were obtained

from the Mouse Genomes Project (Adams et al., 2015). Data from the Castaneus and Spretus

strains (wild mouse) were discarded, leaving only those derived from 34 laboratory strains.

This was used to filter the VCF file generated above using BCFtools isec (Li et al., 2009).

This left variants found in the cell lines, but not in the mouse variant files, removing variants

at sites known to be polymorphic between strains of laboratory mice.



2.2 Materials and methods 15

Figure 2.1: Schematic of NIH3T3 and NIH3T3-Cas9 whole genome sequence analysis
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Variants were filtered for genotype quality (GQ > 30) and total depth per read (total DPR

across all alleles > 10) using BCFtools filter (Li et al., 2009).

Prediction of variant effects For the NIH3T3 wild-type sample only, the effects of the

variants were determined using Ensembl Variant Effect Predictor (VEP) standalone Perl script

(McLaren et al., 2016). Variants were filtered for consequence severity using the filter_vep

command, leaving only ’high’ and ’moderate’ severity variants. Consequence severity is

based on the assignment of a Sequence Ontology (Eilbeck et al., 2005) term to a variant,

describing its effect on a given transcript. The ’high’ and ’moderate’ severity consequence

Sequence Ontology terms used were missense_variant, inframe_deletion, inframe_insertion,

transcript_amplification, stop_lost, frameshift_variant, stop_gained, splice_acceptor_variant,

start_lost, protein_altering_variant, splice_donor_variant and transcript_ablation.

Comparison with human cancer genome data A list of the 1439 CGC (Futreal et al.,

2004) genes was obtained from COSMIC (Forbes et al., 2017). The Ensembl Gene Stable IDs

of these genes were used to find mouse orthologues using Ensembl Biomart (Kinsella et al.,

2011), retrieving 803 mouse genes. The genomic coordinates of these genes were obtained

from Ensembl and used to create a Browser Extensible Data (BED) file containing the mouse

CGC gene homologues. Bedtools intersect (Quinlan and Hall, 2010) was used to intersect

the locations of these genes with the NIH3T3 wild-type variants with ’high’ or ’moderate’

severity coding consequences, generating a list of variants found within or overlapping the

mouse CGC gene homologues.

In order to compare these variants with those listed in the COSMIC database, they were

converted from the mouse GRCm38 assembly to the equivalent genomic coordinates in the

human GRCh38 assembly using the Genome Browser LiftOver tool from the University of

California Santa Cruz (Kent et al., 1976) (parameters: minimum ratio of bases that must remap

= 0.1, minimum hit size in query = 0, minimum chain size in target = 0, minimum ratio of

alignment blocks or exons that must map = 1).

The phenotypic consequence of the indels was inferred from the Sequence Ontology term

previously assigned to the variant where possible. For the SNVs, the COSMIC database was

searched for SNVs at this position.

Comparison between NIH3T3 wild-type and NIH3T3-Cas9 Variants from NIH3T3 wild-

type and NIH3T3-Cas9 were filtered for genotype quality (GQ > 30), and total depth per

read (total DPR across all alleles > 10 for both samples) using BCFtools filter (Li et al.,

2009). This file was then filtered to contain only records where the NIH3T3 wild-type sample



2.3 Results 17

showed the reference allele, whereas the NIH3T3-Cas9 sample showed an alternate allele.

Mouse germline SNVs and indels from the 36 strains described in the Mouse Genomes Project

((Adams et al., 2015)) were removed as described above (see 2.2.2).

Ensembl VEP was used to filter these results for ‘high’ and ‘moderate’ severity coding

consequences as described previously (see 2.2.2).

The resulting variants were intersected with the mouse CGC gene homologues using Bed-

tools (Quinlan and Hall, 2010) intersect to determine if any overlapped these genes.

Multiplex Fluorescence In Situ Hybridisation (M-FISH)

M-FISH analysis of NIH3T3-Cas9 cells was performed with assistance from the cytogenetics

team at the Wellcome Sanger Institute using 21-colour mouse chromosome specific DNA

probes (Geigl et al., 2006).

2.3 Results

2.3.1 Summary of variants in NIH3T3 wild-type

After filtering for genotype quality (GQ > 30) and total depth per read (total DPR > 10), and

removing variants likely to be germline variants present in the parental mouse strain, the total

number of variants called in the NIH3T3 wild-type cell line was 1,107,940. However, due to

the absence of the strain-matched control (Swiss) in the mouse genome database used to filter

out known germline variants, it is likely that some remain. Of these variants, 203,395 were

single nucleotide variants (SNVs), and 904,347 were indels.

The vast majority of variants were in non-coding regions, as shown by figure 2.2, with

coding variants making up only 0.37% of the total (contained within ‘other’ in figure 2.2).

2.3.2 Comparison of NIH3T3 wild-type variants with Cancer Gene Cen-
sus genes

The variants from section 2.3.1 were then filtered for consequence severity using the filter_vep

command (McLaren et al., 2016). Consequence severity is based on the assignment of a

Sequence Ontology (Eilbeck et al., 2005) term to a variant, describing its effect on a given

transcript. Filtering for only variants with a ’high’ or ’moderate’ consequence (see section

2.2.2), left 2018 variants. The numbers of variants are listed by consequence in table 2.3

(numbers do not total 2018 as some variants affected multiple transcripts, causing different

coding consequences).
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Figure 2.2: Putative non-germline variants in NIH3T3 wild-type by consequence type
Non-germline variants in NIH3T3 wild-type were identified by filtering to exclude variants

at positions that were polymorphic in the Mouse Genome Project (Adams et al., 2015) data

on 36 inbred laboratory mouse strains. These variants were also filtered for quality (genotype

quality >30 and total depth per read > 10). Variants are grouped by consequence, as assigned

by the Ensembl Variant Effect Predictor (McLaren et al., 2016).
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Consequence Number of variants

missense variant 1095

inframe deletion 241

frameshift variant 203

inframe insertion 162

splice acceptor variant 132

splice donor variant 121

protein altering variant 44

stop gained 43

stop lost 9

start lost 2

Table 2.3: NIH3T3 wild-type variants by consequence
Numbers of ’high’ and ’moderate’ severity variants in NIH3T3 wild-type as defined by

Ensembl Variant Effect Predictor (McLaren et al., 2016), categorised by consequence based

on Sequece Ontology term (Eilbeck et al., 2005).

The list of variants with ’moderate’ and ’high’ severity coding consequences was then in-

tersected with 803 mouse homologues of Cancer Gene Census (CGC) genes. This gave 88

variants in 69 genes (see appendix B.3 for full list). The numbers of these variants, by conse-

quence, are listed in table 2.4. The parental mouse strain (NIH Swiss) is not included in the

Mouse Genomes Project (MGP) data, therefore some germline variants may remain. For ex-

ample, where many variants are present in one gene it is likely that this represents a haplotype

in NIH Swiss mice that is different to that seen in the strains included in the MGP data. On

this basis, variants in the Muc4 gene were excluded from the analysis. Additionally, seven of

the variants on chromosome 17 are found in members of the murine Major Histocompatibility

Complex gene group, which are likely to be polymorphic between mouse strains. For this

reason, variants in H2-D1, H2-Q4, H2-Q7, H2-T23, H2-Bl, H2-T10, H2-T3 and H2-M11 were

discarded.

2.3.3 Comparison of NIH3T3 wild-type variants with COSMIC

The variants discovered in the mouse homologues of CGC genes were then investigated to try

and determine their phenotypic consequences.
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Sequence ontology term Number of variants

missense variant 45

inframe deletion 29

frameshift variant 5

splice donor variant 4

protein altering variant 4

splice acceptor variant 3

stop gained 1

Table 2.4: NIH3T3 wild-type variants in mouse homologues of CGC genes by conse-
quence
Numbers of ’high’ and ’moderate’ severity variants in NIH3T3 wild-type as defined by

Ensembl Variant Effect Predictor (McLaren et al., 2016), that intersect mouse homologues of

the Cancer Gene Census genes (Futreal et al., 2004). These genes are categorised by Sequece

Ontology term (Eilbeck et al., 2005).

Indels and truncating mutations

For the indels (table 2.5), the Sequence Ontology (Eilbeck et al., 2005) terms assigned by

Ensembl VEP (McLaren et al., 2016) were used to determine their phenotypic consequence

where possible. Indels assigned the terms frameshift_variant, splice_donor_variant and splice_acceptor_variant,

along with a nonsense mutation (stop_gained), were considered to lead to a potential loss-of-

function phenotype. The inframe_deletion, inframe_insertion and protein_altering_variant

categories are harder to assign a functional consequence to based on these terms alone, and

require further investigation.

The Tpr, Met, Etnk1, Nup98, Msi2, Il6st, Pou5f1 and Cyp2c40 genes have a predicted loss-

of-function mutation present homozygously and are therefore the most likely candidates to

have a phenotypic effect. A literature search concerning the functions of these genes in cancer

suggested that Tpr (David-Watine, 2011), Met (Tovar and Graveel, 2017), Etnk1 (Lasho et al.,

2015), Nup98 (Gough et al., 2011) and Msi2 (Li et al., 2015) appear to act as oncogenes.

Loss-of-function mutation of these genes would therefore not be typically expected to cause

a cancer-associated phenotype. However, high expression of IL6ST in triple-negative breast

cancer is associated with improved outcomes (Mathe et al., 2015), suggesting that it may act

as a tumour suppressor gene, making it more likely to contribute to transformation-sensitivity

in NIH3T3. Another possible tumour suppresor gene is Cyp2c40, which has been reported to

produce anti-inflammatory metabolites in colon cancer (Albert and Bennett, 2012). However,

this is less likely to have a tumour suppressing effect in the absence of immune cells in vitro.

Pou5f1 (also known as Oct4) has been reported to suppress metastatic potential in breast cancer

cells (Shen et al., 2014), and promote tumourigenesis in cervical cancer cells (Wang et al.,
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2013), indicating that it is not easily categorised as a tumour suppressor gene or an oncogene.

This may also be the case for some of the other genes in this list, especially those that are less

well characterised.

Table 2.5: Indels and truncation mutations in mouse homologues of Cancer Gene Census genes in
NIH3T3 wild-type

Gene Mouse

chromosome

Mouse position Equivalent

human

chromosome

Equivalent

human

position

Genotype Sequence ontology term

Cdc73 1 143701990 1 193122777 0/1 frameshift variant

Tpr 1 150443179 1 186322588 1/1 splice acceptor variant

Trim33 3 103280187 1 114510763 1/1 inframe insertion

Arid1a 4 133752826 1 26697179 1/1 inframe deletion

Spen 4 141516845 1 15876649 1/1 inframe deletion

Prdm2 4 143135893 1 13778600 1/1 inframe deletion

Per3 4 151010416 1/1 protein altering variant

Phox2b 5 67097668 4 41747334 0/1 frameshift variant

Met 6 17533897 7 116757424 1/1 splice acceptor variant

Zfp384 6 125036455 12 6667979 0/1 inframe deletion

Zfp384 6 125036464 12 6667952 1/1 inframe insertion

Chd4 6 125122132 12 6581155 1/1 protein altering variant

Etnk1 6 143217634 1/1 frameshift variant

Cep89 7 35409642 19 32948291 1/1 inframe deletion

Idh2 7 80098332 15 90087643 1/1 inframe deletion

Blm 7 80502467 15 90761056 1/1 inframe deletion

Blm 7 80512904 15 90749940 1/1 protein altering variant

Nup98 7 102145442 11 3712338 1/1 inframe insertion

Nup98 7 102145495 11 3712397 1/1 frameshift variant

Zfhx3 8 108956091 1/1 inframe insertion

Zfhx3 8 108956100 16 72788122 0/1 inframe deletion

Muc16 9 18654473 19 8945781 1/1 inframe deletion

Bmp5 9 75776376 6 55874571 1/1 inframe deletion

Gm26836 11 75761161 0/1 splice donor variant

Msi2 11 88687463 17 57289571 1/1 frameshift variant

Rnf213 11 119409459 17 80288688 0/1 inframe deletion

Zfp759 13 67139785 19 21972541 1/1 inframe deletion
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Il6st 13 112495176 5 55954997 1/1 splice acceptor variant

Ctnnd2 15 30619227 5 11412062 1/1 protein altering variant

Kmt2d 15 98849587 12 49037507 1/1 inframe insertion

Kmt2d 15 98851005 1/1 inframe deletion

Arid1b 17 4995186 6 156778195 1/1 inframe insertion

Arid1b 17 4995586 6 156778586 1/1 inframe insertion

Arid1b 17 4995925 6 156778928 1/1 inframe deletion

Daxx 17 33912659 6 33320142 1/1 inframe deletion

Pou5f1 17 35508871 1/1 splice donor variant

Tfeb 17 47786091 6 41691081 1/1 inframe insertion

Cyp2c40 19 39807469 10 94775225 2/1 splice donor variant

This table lists indels, and SNVs that are predicted to cause a truncation of the protein, along with

their positions in the NIH3T3 wild-type genome (GRCm38), and equivalent locations in the human

genome (GRCh38) when remapped using the Genome Browser LiftOver tool from the University of

California Santa Cruz (Kent et al., 1976). Where the ’human equivalent’ columns are blank, this tool

was unsuccessful at mapping this variant to the human genome. Genotypes: 0/1 = heterozygous ref-

erence and alternate allele, 1/1 = homozygous alternate allele, 2/1 = heterozygous first alternate allele

and second alternate allele (for reference and alternate alleles for each variant, see Appendix B.3). Se-

quence Ontology (Eilbeck et al., 2005) terms were assigned to each variant by Ensembl Variant Effect

Predictor (McLaren et al., 2016), with this table listing only those with ’high’ or ’moderate’ coding

consequences.

Missense SNVs

All remaining SNVs were successfully mapped to the human genome (see table 2.6). The

COSMIC (Forbes et al., 2017) database was then searched for mutations at these positions.

For eight of the missense SNVs, at least one mutation was listed in the database at this position

(mutations found in Ptprc, Csmd3, Ptprd, Robo2, Gli1, Sirpb1b and Sirpb1c). For details of

these variants, see appendix B.3. However, none of these sites had more than three SNVs

reported in COSMIC, which is insufficient to suggest selection for mutation at these sites in

human cancers.
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Gene Mouse

chromosome

Mouse position Equivalent

human

chromosome

Equivalent human position Genotype

Ptprc 1 138117790 1 198702494 0/1

Abl2 1 156641457 1 179108983 0/1

Nutm1 2 112248256 15 34357423 0/1

B2m 2 122151119 15 44715669 1/1

Usp8 2 126758523 15 50499005 0/1

Sirpb1b 3 15542385 20 1635512 1/1

Sirpb1c 3 15832375 20 1635512 1/1

Ptprd 4 75956319 9 8341103 0/1

Thrap3 4 126178083 1 36289543 2/1

Ptpn13 5 103501611 4 86701497 0/1

Ncor2 5 125106206 12 124466180 0/1

Cdx2 5 147306749 13 27968773 0/1

Brca2 5 150541525 13 323392245 0/1

Brca2 5 150543195 13 32340919 0/1

Prkcb 7 122590166 16 24180911 0/1

Tacc2 7 130759613 10 122249129 0/1

Crtc1 8 70392070 19 18768578 0/1

Fat3 9 16376784 11 92353569 1/1

Muc16 9 18644173 19 8939057 1/1

Kmt2a 9 44848133 11 118473583 1/1

Tcf12 9 71849844 15 57282526 1/1

Atr 9 95865570 3 142562507 1/1

Ptprk 10 28493041 6 128067665 0/1

Ros1 10 52081998 6 117324371 0/1

Usp44 10 93847307 12 95532619 1/1

Gli1 10 127331182 12 57470938 0/1

Stat6 10 127647806 12 57107622 0/1

Flt4 11 49643527 5 180612519 0/1

Ktn1 14 47704466 14 55650615 0/1

Csmd3 15 47847161 8 112503844 0/1

Robo2 16 74035037 3 77493330 0/1

Table 2.6: Missense SNVs in mouse equivalents of Cancer Gene Census genes in NIH3T3 wild-type
SNVs in NIH3T3 wild-type that are predicted by the Ensembl Variant Effect Predictor (McLaren et al., 2016) to cause a missense mutation

in a mouse homologue of a Cancer Gene Census (Futreal et al., 2004) gene. Variants are listed along with their positions in the NIH3T3 wild-

type genome (GRCm38), and equivalent locations in the human genome (GRCh38) when remapped using the Genome Browser LiftOver

tool from the University of California Santa Cruz (Kent et al., 1976). Genotypes: 0/1 = heterozygous reference and alternate allele, 1/1 =

homozygous alternate allele, 2/1 = heterozygous first alternate allele and second alternate allele (for reference and alternate alleles for each

variant, see Appendix B.3).
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2.3.4 Comparison of NIH3T3 wild-type and NIH3T3-Cas9

A total of 8,385 variants were seen in NIH3T3-Cas9 where NIH3T3 wild-type showed the

reference allele, suggesting that these mutations may have occured during culture since the

establishment of this cell line from the parental wild-type line. Of these, 4,356 were SNVs

and 4,029 were indels. This number was higher than expected considering the relatively short

time in culture (estimated <20 passages).

To assess the possible consequences of these additonal variants, they were filtered using

Ensembl VEP (McLaren et al., 2016) for ’high’ and ’moderate’ severity coding consequences,

leaving a total of 22 variants, consisting of 19 SNVs and three indels. The numbers of variants

are listed by consequence in table 2.7. These variants were then intersected with the 803

mouse CGC gene homologues described above to identify coding variants in known cancer-

associated genes, of which there were two, listed in table 2.8. These are heterozygous missense

mutations of the CGC genes Fat4 and Zfhx3.
Fat4 expression has been shown to be downregulated in gastric cancers when compared

with adjacent normal tissue, with lower expression corellating with reduced survival (Cai et al.,

2015), supporting a role as a tumour suppressor gene. This gene has also been reported as a

putative tumour suppressor in triple negative breast cancer (Hou et al., 2016).

Zfhx3 mutation has been shown to be associated with endometrial cancer, where it predom-

inantly undergoes loss-of-function mutation and is associated with poorer outcome (Walker

et al., 2015).

These results suggest that both Fat4 and Zfhx3 require downregulation or homozygous

loss-of-function mutation in order to generate a cancer-associated phenotype, therefore the

heterozygous missense mutation seen in NIH3T3-Cas9 is unlikely to have this effect. The

lack of any differences between NIH3T3 wild-type and NIH3T3-Cas9 in terms of CGC genes

containing mutations similar to those seen in human cancers is reassuring, and suggests that

the transformation characteristics of NIH3T3-Cas9 should be similar to those seen in NIH3T3

wild-type.

2.3.5 Multiplex Fluorescence In Situ Hybridisation (M-FISH) of NIH3T3-
Cas9

In order to karyotype the cell line NIH3T3-Cas9, 10 randomly selected metaphase chromo-

some spreads were hybridised with 21-colour mouse chromosome specific DNA probes and

the karyotype was determined based on M-FISH DNA probe and DAPI-banding patterns. The

results are shown in figure 2.3, illustrating the abnormal karyotype of this cell line. At the

whole chromosome level (mean counts across the 10 cells) 41% of the chromosomes were
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Figure 2.3: Multiplex Fluorescence In Situ Hybridisation of 10 randomly selected
NIH3T3-Cas9 cells at metaphase
10 metaphase chromosome spreads (A-J) were randomly selected from a pool of NIH3T3-

Cas9 cells and karyotyped using Multiplex Fluorescence In Situ Hybridisation with 21-colour

mouse chromosome specific DNA probes (Geigl et al., 2006). This figure shows the binding

patterns of the probes specific to each chromosome, each indicated by a unique colour. Where

dark grey portions are seen, this indicates a chromosomal region that was bound by DAPI

but did not bind any of the probes. Chromosomes 1-19 are labelled with their number, the X

chromosome is numbered 20 and the Y chromosome is numbered 21. Chromosomes in row

22 are marker chromosomes that did not hybridise to any of the probe sets.
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Sequence ontology term Number of variants

missense variant 17

stop gained 2

splice acceptor variant 1

splice donor variant 1

protein altering variant 1

Table 2.7: NIH3T3-Cas9-specific variants by consequence
Variants present in NIH3T3-Cas9 that are not seen in the parental NIH3T3 wild-type cell

line, grouped by Sequence Ontology (Eilbeck et al., 2005) term assigned by the Ensembl

Variant Effect Predictor (McLaren et al., 2016).

Mouse chromosome Position Reference Alternate Genotype Gene Sequence ontology term

3 38980892 G T heterozygous Fat4 missense

8 108956120 T A heterozygous Zfhx3 missense

Table 2.8: NIH3T3-Cas9-specific variants overlapping mouse CGC gene homologues
Variants present in NIH3T3-Cas9 that are absent in the parental NIH3T3 wild-type cell line,

that overlap mouse homologues of the Cancer Gene Census (Futreal et al., 2004) genes.

triploid, 46% were tetraploid, 12% were quintaploid, and 1% were hexaploid. This constitu-

tion suggests whole genome duplication to form a tetraploid cell line, followed by widespread

single chromosome deletions to give the large number of chromosomes present in three copies,

alongside duplications of others to give five or six copies.

The occurence of whole chromosome gains and losses and translocations indicates genetic

instability at the chromosomal level in this cell line. Between the 10 cells, there is variation

both in chromosome number (from 71-79 in total) and in features such as translocations, with a

4:16 translocation present in cells I and J only, and a marker chromosome present in five of the

cells. The karyotype of each of the 10 cells is unique, indicating a high degree of karyotypic

heterogeneity within this cell line. The cell line NIH3T3 was originally established from a

single clone, therefore the observed variation in karyotype suggests that this line has evolved

in culture, and may continue to do so.

Another way to assess chromosomal level evolution in NIH3T3 is to compare my results

with those from a previous publication where the cell line was characterised using a cytoge-

netic approach (Leibiger et al., 2013). Here, 25 metaphases were analysed using murine mul-

ticolour banding probes, which are able to characterise the genome at a higher resolution than

M-FISH using the banding patterns generated. In this study, 75% of the metaphase spreads

showed the karyotype featured in figure 2.4. The two analyses have some broad similarities,

for example both show a predominantly tetraploid karyotype, with some whole chromosome

deletions and amplifications, and the presence of chromosomal translocations. However, the
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Figure 2.4: Results of NIH3T3 karyotyping by murine multicolour banding from
Leibiger et al., 2013
Murine multicolour banding was applied to 25 individual metaphase NIH3T3 chromosome

spreads. This figure shows the typical pseudocolour banding pattern for each chromosome

(karyotype shown is present in 75% of cells analysed). Derivative chromosomes are shown as

two segments, grouped with their chromosome of origin and surrounded by boxes, connected

by a line. A marker chromosome (mar) which did not specifically stain using any of the murine

multicolour binding sets is also shown.

number of translocations differs between the two analyses. In the analysis by Leibiger et al.
the translocations present are 3:15, 3:13, 4:16 and two 7:Y fusions, whereas in my analysis

none of these are present except 4:16, which is only present in two of 10 cells. These translo-

cations could have reverted in a subpopulation of the cell line, or alternatively could have been

present in a subset of cells that gave rise to the line used by Leibiger et al. Another differ-

ence is that there are fewer chromosomes present in three copies in the analysis by Leibiger

et al., and more present in four copies. These differences again indicate that the cell line is

continuing to evolve at the karyotypic level. One notable difference between the two analyses

is that the cells analysed by Leibiger et al. appeared to be more karyotypically consistent,

with 75% of the metaphase spreads showing an identical karyotype, whereas all ten NIH3T3-

Cas9 cells analysed were unique at the chromosomal level. However, 25% of the karyotypes

analysed by Leibiger et al. diverged from this typical constitution, indicating that a degree of

karyotypic heterogeneity was present in this NIH3T3 sample as well. This could potentially

indicate increased chromosomal instability in the cell line since 2013, however since these are

only two samples taken at single time-points, caution should be exercised when attempting

to draw conclusions from these results in terms of the evolution of the cell line as a whole.

However, these differences in karyotype both between and within the two analyses clearly

show the presence of karyotypic heterogeneity in the cell line, indicating some evolution at

the chromosomal level over time.
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2.4 Discussion

2.4.1 Comparison of NIH3T3 wild-type genome with human cancer genome
data

Single nucleotide variants and indels

The analysis of SNVs and indels present in the NIH3T3 wild-type genome revealed that there

are 2018 variants predicted by Ensembl Variant Effect Predictor (McLaren et al., 2016) to have

moderate or high severity coding consequences.

The genetic background of the cell line has the potential to affect the outcomes of the

CRISPR-Cas9 and transposon-based screens described in chapters three and four. One factor

that may influence the genes discovered in the screens is that the mutations introduced exper-

imentally may work in combination with existing mutations to cause the observed malignant

transformation. This may mean that some of the genes identified may not have the ability to

cause transformation when mutated alone, but instead require other mutations that are already

present in NIH3T3. Unpicking these relationships may be important in further work to de-

termine the mechanisms of transformation underlying these novel mutations and explaining

the basic cancer biology behind them. The same principle applies to the large scale mutations

in NIH3T3-Cas9 that were identfied by M-FISH, which may also have unknown interactions

with the hits discovered by the genetic screens.

The 88 coding mutations in NIH3T3 that affect known cancer-associated genes present

in the Cancer Gene Census (Futreal et al., 2004) may be especially likely to influence the

outcome of the screens. Of the genes that were subjected to homozygous loss-of-function

mutation, two were suggested to be tumour suppressor genes by existing literature, Cyp2c40
and Il6st. Cyp2c40 appears unlikely to have a tumour suppressing effect in NIH3T3, as it pri-

marily acts via the modulation of the immune microenvironment (Albert and Bennett, 2012).

Il6st expression is associated with improved outcome in triple-negative breast cancer (Mathe

et al., 2015), therefore it is possible that the homozygous loss-of-function mutation seen in

NIH3T3 could contribute to cancer-like phenotypes. Il6st functions as a signal transduction

protein (Taga and Kishimoto, 1997), acting upstream of Janus Kinase and Signal Transducer

and Activation of Transcription 3 (STAT3) (Hibi et al., 1990). Both loss-of-function and gain-

of-function mutation in STAT3 have been reported as associated with cancer (Avalle et al.,

2017), therefore the Il6st mutation seen in NIH3T3 could potentially have an effect on trans-

formation.

Most of the loss-of-function mutations identified were in genes with evidence to suggest

they are oncogenes (see section 2.3.3). However, as seen with Pou5f1, some genes can act as
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oncogenes or tumour suppressor genes depending on context, so the effect of these mutations

cannot be clearly identified.

The effects of the missense mutations identified in NIH3T3 are less clear, as they could

cause loss- or gain-of-function depending on the effect of the codon change on protein struc-

ture or function, which is hard to determine from sequence data alone. None of the muta-

tions observed occured at mutation ’hot-spots’ according to human cancer data from COS-

MIC (Forbes et al., 2017), however this does not necessarily mean that they have no effect on

cancer-related phenotypes.

Overall, few of the SNVs and indels identified by sequencing NIH3T3 appear to have

clear biological relevance to the transformation-sensitive nature of the cells. Alternatively,

this phenotype could be due to epigenetic changes that have accumulated in the cell line dur-

ing culture, or the effects of the large scale genomic alterations discussed in section 2.4.2. The

cytogenetic analysis by Leibeger et al. also attempted to align the amplifications and deletions

seen in NIH3T3 with the homologous regions of the human genome. Similarity was identified

between the alterations present in the cell line and those seen in human cancers of ectoder-

mal origin, potentially suggesting amplifications and deletions of regions containing genes

involved in tumourigenesis (Leibiger et al., 2013). It is also possible that there are variants

occuring in genes with unknown or less well characterised effects on tumourigenesis, that are

not currently listed as Cancer Gene Census genes.

2.4.2 Large scale genomic alterations in NIH3T3-Cas9

Genetic instability is now considered an enabling characteristic of the hallmarks of cancer,

generating the genetic diversity for clonal selection to act upon, thereby facilitating the acqui-

sition of the hallmarks (Hanahan and Weinberg, 2011). Chromosomal instability is a subtype

of this phenomenon, involving an increase in the rate of gain or loss of whole chromosomes

or large segments, and translocation events, a characteristic which is present in the major-

ity of solid tumours (Bakhoum and Compton, 2012). The results of the M-FISH analysis of

NIH3T3-Cas9 provides evidence of both numerical and structural chromosomal instability,

showing many whole chromosome amplifications and deletions, and a translocation between

chromosomes 4 and 16. These alterations vary widely between individual cells, showing that

there has been a large amount of genetic divergence since the establishment of NIH3T3 from

a single clone in 1969 (Jainchill et al., 1969).

It is likely that this genetic instability was also present in the NIH3T3 wild-type cell line

that NIH3T3-Cas9 was derived from. NIH3T3 is a more phenotypically ‘normal’ cell line

than cancer-derived cell lines, but the high levels of genetic instability observed could be

responsible for some of the ’cancer-like’ phenotypes of the line, such as its immortality and
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transformation-sensitivity. In future, it would be interesting to investigate the chromosomal

changes in NIH3T3 in more detail. Amplification of regions containing oncogenes, deletion of

regions containing tumour suppressor genes, or the generation of fusion genes by translocation

could all play a part in the characterisitcs of the cell line, and would not have been identified

in my analysis of the small sequence-level mutations.

The implications of these results for the use of this cell line as a model system are wide-

ranging. For the CRISPR-Cas9 and transposon-based screens in this project, the polyclonality

of this cell line means that the mutations induced by CRISPR-Cas9 or transposon insertions

are not working against the same genetic background in each cell in the population, which

may affect the phenotypes generated due to a different combination of mutations present in

any given cell. As mentioned in section 2.4.1, existing mutations may also lead to genes

being picked up by the screen that require this specific genetic background to cause malignant

transformation.

An alternative to the use of an established cell line for this type of screen is the use of

induced pluripotent stem cells (iPSCs). These have a genetic background that is more repre-

sentative of a ’normal’ cell, so results obtained may be more biologically relevant, as the initial

mutations of malignant transformation occur in ‘normal’ somatic cells. However, the reason

for choosing NIH3T3 cells as a model was their established sensitivity to transformation, fa-

cilitating the identification of hits in the screens. As with many in vitro assays, balancing the

relevance of the model to real biological systems with its feasibility of use is crucial.

Despite their clear genetic instability, these cells rarely form transformed foci of prolifer-

ation in culture spontaneously - requiring the mutation of further genes. This suggests that

while the cell line’s genetic instability is a potent vehicle for the acquisition of further onco-

genic mutations, the instability itself is not enough to cause a malignant phenotype. This is

consistent with the description of genetic instability as an enabler of the hallmarks of cancer,

rather than an initiator of the transition to malignancy (Hanahan and Weinberg, 2011).

When planning the CRISPR-Cas9 screen using NIH3T3-Cas9, the initial assumption was

that the NIH3T3 and NIH3T3-Cas9 cell lines would have the same susceptibility to transfor-

mation. However, it is possible that karyotypic changes that have occured between the two cell

lines could have caused phenotypic changes. In order to investigate this it would be interesting

to karyotype the NIH3T3 wild-type line that NIH3T3-Cas9 was generated from to compare

the differences. During the CRISPR-Cas9 screen, it appeared that the NIH3T3-Cas9 cells have

retained the ability to resist transformation until mutations are introduced, with no increase in

background levels of transformation observed. However, a change in this susceptibility cannot

be ruled out without further work to confirm this.

The abnormal karyotype of this cell line also has implications for my analysis of the se-
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quence data generated from it. The variant caller used to identify mutations assumes a diploid

genome when determining if a variant is present, and whether it is present heterozygously or

homozygously. Due to genetic instability, in this cell line there are multiple different geno-

types in different cells, and between two and six autosomes, meaning that the calling of vari-

ants and their zygosity is likely to be inaccurate in some cases.

The implications of these results go beyond the scope of this project, as they indicate that

not all cell lines originally derived from a single clone retain their genetic homogeneity over

years or decades in culture. This genetic evolution could lead to drastically different pheno-

types, genetic interactions, and therefore results, from the same cell line. This factor could

contribute to issues with non-reproducibility in cell culture-based experiments, providing a

potential reason for previously described evidence on changes in morphology, gene expres-

sion and drug response in cell lines at high passage numbers (Ben-David et al., 2018; Hughes

et al., 2007). To investigate the extent of this issue for NIH3T3, it would be interesting to

karyotype and whole-genome sequence NIH3T3 samples from a variety of sources to get a

more comprehensive picture of the genetic variability present in this supposedly clonal cell

line.

2.4.3 Comparison of single nucleotide variants and indels in NIH3T3
wild-type and NIH3T3-Cas9

The comparison of these two cell lines at the level of SNVs and indels indicated that they

possessed more unique mutations than expected given that they have only been cultured in-

dependently for a brief period (estimated <20 passages). Given that the cell lines appear to

exhibit high levels of chromosomal instability (leading to their abnormal and variable kary-

otype), it is possible that the genome could also be subject to sequence instability, causing

higher levels of single nucleotide and indel mutation. This would have implications for their

use as a model in genetic screening, as mutations induced experimentally would be working

in subtly different genetic backgrounds in each cell.

Genetic instability at the nucleotide level usually develops due to the inability of cells to

detect or repair errors of replication because of mutations affecting DNA repair pathways,

resulting in an increased number of SNVs and indels (Pikor et al., 2013). Mutations in genes

associated with this phenotype have not been identified in this case, but it is possible that issues

with DNA repair processes could have been caused by the large-scale chromosomal mutations

discussed in section 2.4.2.

Further analysis of the additional variants in NIH3T3-Cas9 showed that none of these mu-

tations are expected to cause cancer-associated phenotypes when comparing them with known
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genes involved with cancer. However, this does not rule out the possibility that mutations could

have occured in cancer-associated genes that are currently unknown or poorly characterised

and are therefore not listed in the Cancer Gene Census.

While one interpretation of these results is that there has been genetic mutation since the

establishment of the NIH3T3-Cas9 line, the number of variants that differ between the two cell

lines could also simply indicate genetic heterogeneity within the NIH3T3 wild-type line. The

results of the M-FISH analysis suggest that NIH3T3 is now polyclonal, despite being orig-

inally clonal, showing marked genetic variation between cells. The generation of NIH3T3-

Cas9 from a subset of NIH3T3 wild-type represents a bottleneck in genetic diversity. This

means that some of the ‘new’ mutations acquired by NIH3T3-Cas9 may have been present

subclonally in the parental population, and therefore not been picked up by the variant caller.

As mentioned in section 2.4.2, the deviation of this cell line from a diploid karyotype may

have also caused errors in the calling of variants, and the determination of zygosity. These

potential sources of error in identifying mutations that genuinely occured after the establish-

ment of NIH3T3-Cas9 could mean that the rate of mutation in this cell line is not as high as

the apparent number of new variants suggests.

To investigate the possibility of genetic change over time in these cell lines, it would be

possible to sequence both lines again after a defined period of time in culture to see if mutation

continues to occur at a similar rate. Alternatively, one could take two samples from the same

cell line simultaneously and sequence them to determine how many variants are identified

purely due to variability within a single cell line. This could help to determine whether these

cell lines are actually mutating rapidly, or whether genetic heterogeneity is responsible for the

inconsistent variant calls.



Chapter 3

Identifying mediators of malignant
transformation in cancer using
genome-wide CRISPR-Cas9 knockout
screening

3.1 Introduction

Malignant transformation is the transition of a cell from a normal proliferative phenotype

to an abnormal malignant state, where the cell has the potential to form a tumour in vivo.
This involves overcoming normal growth controls and the dysregulation of the proliferative

homeostasis that usually maintains a constant cell number and constrains cells to their normal

location within a tissue.

This transition may occur through the mutation of genes involved in these growth control

processes. These genes may be directly involved in regulation of cell division, or influence

its control indirectly via other cellular processes (Hanahan and Weinberg, 2011). Known

genes that are able to induce malignant transformation include both oncogenes and tumour

suppressor genes. For example, the RAS group of genes are mutated by amplification or

activating point mutation in a range of human cancers, and are also able to transform cells

in vitro through the over-activation of signal transduction processes that result in changes

in proliferation and differentiation (Yamamoto et al., 1999). Mutation of tumour suppressor

genes is also able to induce transformation, through the removal of repression of proliferation.

For example, NF1 functions as a GTPase activating protein, inhibiting the activity of the Ras

protein. Homozygous loss-of-function mutations of this gene are therefore able to induce
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transformation through the same downstream mechanisms as RAS activation (Cichowski and

Jacks, 2001).

Historically, these genes have been identified on an individual basis using cases where ma-

lignant transformation occurs due to naturally occuring genetic alterations. Some of the first

oncogenes discovered were identified due to the presence of their homologues in the genomes

of viruses that cause malignant transformation. For example, RAS genes were first described

in 1982, resulting from research based on Harvey sarcoma virus and Kirsten sarcoma virus,

which can cause sarcomas in rodents due to retroviral integration of a RAS homologue into

the host genome (Malumbres and Barbacid, 2003). Early tumour suppressor genes were of-

ten identified through the study of familial cancer syndromes, where heterozygous germline

mutations of these genes predispose individuals to the development of certain cancers. An

example of this is Neurofibromatosis Type 1, a condition causing a range of nervous system

tumours due to heterozygous loss of function mutations of the tumour suppressor gene NF1 in

the germline (Gutmann et al., 2017).

The advent of next-generation sequencing has led to a dramatic increase in the amount

of information generated from human tumour genomes in recent years. It is now possible to

identify genes that may be involved in malignant transformation by sequencing large numbers

of tumours from cancer patients and analysing the somatic mutations present. The identifica-

tion of genes that are frequently mutated in human tumours can indicate their involvement in

tumour biology, but this alone is not able to show what role they play in cancer development.

In order to isolate genes that are involved in the earliest stage of oncogenesis, a functional

assay for malignant transformation is needed.

In the past, the generation of defined genetic alterations at a genome-wide scale for func-

tional screening has been technically challenging. The development of CRISPR-Cas9 genome

editing techniques have made genome-wide screening for a range of phenotypes possible, by

generating mutations at the desired locations using libraries of guide RNAs (gRNAs) com-

plementary to the regions to be altered. This chapter describes the use of a genome-wide

CRISPR-Cas9 knockout screen to identify genes that can induce malignant transformation

when subjected to loss-of-function mutations.

The model of transformation used in this screen was the cell line NIH3T3-Cas9, the genetic

background of which is discussed in chapter two. NIH3T3 cells are an immortalised but

untransformed mouse embryonic fibroblast cell line that is sensitive to maligant transformation

in vitro (Jainchill et al., 1969). The transformation-sensitive nature of this cell line facilitates

its use in a functional assay for this phenotype, as the background rate of transformation in

cells that are not genetically altered is low. The assay used in this screen is the focus formation

assay, where transformation is measured through the formation of clonal foci of proliferation
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in cultured NIH3T3 cells. When transforming mutations are introduced, the number of these

foci increases (see section 3.3.1), providing a phenotypic readout for the screen.

The principle of the screen was to compare the gRNAs that are enriched in cells that

have been allowed to form these transformed foci, compared with cells that have been split

regularly and therefore proliferated without focus formation, and the original gRNA library.

An overview of the screen can be found in figure 3.1. The overproliferation of cells in which

transforming tumour suppressor genes have been knocked out leads to overrepresentation of

gRNAs against these genes in the final gRNA population. These genes are then identified

by targeted sequencing of the gRNA sequences present in the cells, and analysis of the read

counts using the algorithm Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout

(MAGeCK) (Li et al., 2014). This approach was used to identify putative genes that can cause

malignant transformation in vitro alone when knocked out, followed by attempting to validate

these candidates individually.

3.1.1 Aims

Overall aim: To identify putative tumour suppressor genes that are involved in malignant

transformation in human cancer.

1. To identify genes that may mediate transformation in vitro using genome-wide CRISPR-

Cas9 knockout screening in NIH3T3-Cas9.

2. To prioritise hits from the CRISPR-Cas9 screen using mutation data from existing hu-

man cancer sequencing projects.

3. To functionally validate prioritised hits for transforming potential in vitro.

3.2 Materials and Methods

3.2.1 Materials

Cell lines

HEK293T HEK293T cells were obtained from Dr. Eugenio Montini at the San Raffaele

Telethon Institute for Gene Therapy.

NIH3T3 NIH3T3 wild-type cells were obtained from the American Tissue Culture Collec-

tion (ATCC® CRL-1658™).
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NIH3T3-Cas9 NIH3T3-Cas9 cells were generated by Dr. Nicola Thomspon from the ex-

perimental cancer genetics group at the Wellcome Sanger Institute (see Appendix B.1).

Plasmids

pmaxGFP (Lonza, catalogue #VDF-1012)

psPAX2 This plasmid was a gift from Dr. Didier Trono (Addgene, plasmid #12260).

pMD2.G This plasmid was a gift from Dr. Didier Trono (Addgene, plasmid #12259).

pAdVAntage™ Vector (Promega, catalogue #E1711).

pBabe-puro Ras-V12 This plasmid was a gift from Professor Bob Weinberg (Addgene,

plasmid #1768).

pCMV-hyPBase This plasmid was obtained from Dr. Kosuke Yusa at the Wellcome Sanger

Institute (Yusa et al., 2011).

Genome-wide Knockout CRISPR Library v2 This library was a gift from Dr. Kosuke

Yusa (Addgene #67988, (Koike-Yusa et al., 2013)).

Genome-wide mouse sgRNA lentiviral-PiggyBac library This library was a gift from Dr.

Emmanouil Metzakopian (Metzakopian et al., 2017).
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Reagents

Reagent Manufacturer

Agencourt AMPure XP SPRI beads Beckman Coulter

Blasticidin (10mg/mL) InvivoGen

Blood and Cell Culture DNA Maxi Kit Qiagen

Crystal violet solution (1%, aqueous) Sigma-Aldrich

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma-Aldrich

Ethanol absolute ( �99.8%, AnalaR NORMAPUR) VWR International

Fetal bovine serum (FBS) Gibco

Gelatin solution (2%, aqueous) Sigma-Aldrich

Lipofectamine 3000 kit (Lipofectamine 3000 reagent and P3000) Thermofisher Scientific

KAPA HiFi HotStart ReadyMix 2X Kapa Biosystems

Methanol ( �99.8%, AnalaR NORMAPUR) VWR International

Nuclease-free water Sigma-Aldrich

Opti-MEM™ reduced serum media Gibco

Penicillin, streptomycin and L-glutamine (100X, 50mg/mL) Gibco

Phosphate-buffered saline (PBS) Sigma-Aldrich

Polybrene (�95%) Sigma-Aldrich

Puromycin (10mg/mL) InvivoGen

Q5 Hot Start High-Fidelity 2X Master Mix New England Biolabs

QIAquick PCR Purification Kit Qiagen

Trypsin-EDTA (0.05%) Gibco

Table 3.1: Reagents used in the methods described in Chapter 3

3.2.2 Methods

Focus formation assay

Transfection NIH3T3 wild-type cells were seeded at a density of 100,000 cells/well in a

6-well plate (50,000 cells/mL) in complete DMEM (DMEM supplemented with 10% FBS

and 500mg/mL penicillin, streptomycin and L-glutamine), and incubated at 37°C for 24 hours.

The media was changed to Opti-MEM™ reduced serum media before transfection. Cells

were transfected using Lipofectamine 3000 according to the manufacturer’s instructions, using

the quantities of reagents listed in table 3.2. For mock transfection, the plasmid DNA was

replaced with an equivalent volume of Opti-MEM™. After 16 hours the media was changed
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to complete DMEM. Cells were cultured for 12 days without splitting to allow formation of

foci of proliferation, changing the media every 3-4 days.

Reagent Amount per well (100,000 cells)

Lipofectamine 3000 Reagent 1.5mL
P3000 1mL
pBabe-puro Ras V12 or pmaxGFP 0.5mg

Table 3.2: Transfection reagent quantities for transfection with Ras and GFP plasmids

Fixation and staining Wells were washed with 4˚C PBS and fixed for 1 hour using methanol.

Cells were stained with 1% aqueous crystal violet for 10 seconds, washed with MilliQ water

and air-dried.

Genome-wide Knockout CRISPR Library v2 amplification

The Genome-wide Knockout CRISPR Library v2 was amplified according to the depositor’s

instructions available on the product page (Addgene #67988). See Appendix B.4 for verifica-

tion of the amplified library.

Genome-wide Knockout CRISPR Library v2 sequencing

The amplified Genome-wide Knockout CRISPR Library v2 was sequenced using Illumina-C

HiSeq 2500 single-end sequencing at the Wellcome Sanger Institute. Sequencing libraries

were prepared from the plasmid using the protocol detailed in section 3.2.2: Library prepara-

tion.

Genome-wide Knockout CRISPR Library v2 lentivirus production

Ten T150 cell culture flasks were coated with 0.1% gelatin in PBS. 2.1 x 10

8

HEK293T cells

were seeded at a density of 1 x 10

6

cells/mL and incubated for 24 hours in complete DMEM.

Before transfection the media was changed to Opti-MEM™ reduced serum media. Cells were

transfected using Lipofectamine 3000 according to the manufacturer’s instructions using the

following quantities of reagents per flask (table 3.3). At 16 hours post-transfection, the media

was changed to heat-inactivated complete DMEM. 72 hours post-transfection, the supernatant

was filtered through a 45mm low-protein binding filter, and frozen at -80˚C.
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Reagent Amount per flask (2.1 x 10

7

cells)

Lipofectamine 3000 Reagent 120mL
P3000 105mL
pMD2.G 11.2mg
psPAX2 16.8mg
pAdVAntage™ Vector 16.8mg
Genome-wide Knockout CRISPR Library v2 29.4mg

Table 3.3: Transfection reagent quantities for Genome-wide Knockout CRISPR Library
v2 lentivirus production

Whole genome CRISPR-Cas9 knockout screen

Infection: NIH3T3-Cas9 cells were cultured for 7 days in complete DMEM containing

5mg/mL blasticidin to select for expression of the Cas9 transgene (see appendix B.1 for details

of selection marker). Cells were suspended in 536mL of heat-inactivated complete DMEM,

containing 536mL of polybrene. Cells were infected with the lentivirus described in section

3.2.2 at a multiplicity of infection of 0.3 plaque forming units/cell. This mixture was split be-

tween 16 T150 flasks per replicate. For each of three replicates, 2.7 x 10

7

cells were infected,

giving a mean 300X coverage per gene.

Days 1-14 With day 0 as the day of infection, the following protocol was followed.

Day 1: The media in the flasks was changed to 30mL of fresh heat-inactivated complete

DMEM per flask.

Day 3: The media in the flasks was changed to 30mL of complete DMEM, containing

2mg/mL puromycin to select for infected cells.

Day 5: Repeat of day 3 protocol.

Day 7: Cells were split by detaching with 0.05% trypsin-EDTA. 2.7 x 10

7

million cells

per replicate were seeded in four five-layer Falcon Cell Culture Multi-Flasks in 150mL com-

plete DMEM containing 2mg/mL puromycin per flask.

Day 11: Repeat of day 7 protocol.
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Figure 3.1: Schematic of genome-wide CRISPR-Cas9 knockout screen using NIH3T3-
Cas9 cells
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Day 14: Cells were divided into two arms of the screen (see days 15-27). The remaining

cells (� 2.7 x 10

7

per replicate) were harvested using 0.05% trypsin-EDTA, washed with PBS

and centrifuged (200xg, 5 minutes). Pellets were frozen at -80°C.

Days 15-27

Arm A 2.7 x 10

7

cells per replicate were seeded in three five-layer Falcon Cell Culture

Multi-Flasks in 150mL complete DMEM per flask. For the following 14 days these cells were

split every 3-4 days according to the Day 7 protocol.

Arm B 2.7 x 10

7

cells per replicate were seeded in ten T150 flasks in 30mL complete

DMEM. For the next 14 days these cells were not split, allowing the cells to form foci of

proliferation. The media in these flasks was changed every 3-4 days.

Control One T150 flask was seeded at the same density with uninfected NIH3T3 Cas9

cells.

Day 28: Cells from arm A and arm B (� 2.7 x 10

7

per replicate) were harvested using 0.05%

trypsin-EDTA, washed with PBS and centrifuged (200xg, 5 minutes). Pellets were frozen at

-80°C.

DNA extraction

Genomic DNA was extracted using the Qiagen Blood and Cell Culture DNA Maxi Kit accord-

ing to the manufacturer’s instructions.

Library preparation

Library preparation was carried out with the assistance of the Cancer Genome Project at the

Wellcome Sanger Institute.

First round polymerase chain reaction (PCR) 36 technical replicates per sample were

set up using the reagent quantities listed in table 3.4. The gRNA sequences inserted into the

genomic DNA were amplified using the programme detailed in table 3.5.
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Reagent Quantity per reaction

Genomic DNA (section 3.2.2) 2mg
Nuclease-free water 24mL - (DNA volume)

Q5 Hot Start High-Fidelity 2X Master Mix 25mL
Primer mix (10mM each) 1mL

Table 3.4: Reagent quantities for the 1st round PCR in the CRISPR-Cas9 gRNA insert
library preparation
Primer sequences can be found in appendix B.5.

Cycle number Denaturing Annealing Extension

1 98°C, 30 seconds

2-29 98°C, 10 seconds 61°C, 15 seconds 72°C, 20 seconds

30 72°C, 2 minutes

Table 3.5: PCR programme for the 1st round PCR in the CRISPR-Cas9 gRNA insert
library preparation

PCR purification For each sample, 5mL of PCR product was taken from each of the 36

replicates and pooled. The products were then purified using QIAquick PCR Purification Kit

according to the manufacturer’s instructions.

Second round PCR The PCR product was diluted to 40pg/mL in nuclease-free water. For

each sample, reactions were prepared as in table 3.6. The DNA was amplified using the

programme detailed in table 3.7, adding sequencing adaptors.

Reagent Quantity per reaction

1st round PCR product (40pg/mL dilution) 5mL (200pg)

Primer mix (5mM each) 2mL
Nuclease-free water 18mL
KAPA HiFi HotStart ReadyMix 2X 25mL

Table 3.6: Reagent quantities for the 2nd round PCR in the CRISPR-Cas9 gRNA insert
library preparation
Primer sequences can be found in appendix B.5.
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Cycle number Denaturing Annealing Extension

1 98°C, 30 seconds

2-9 98°C, 10 seconds 66°C, 15 seconds 72°C, 20 seconds

10 72°C, 5 minutes

Table 3.7: PCR programme for the 2nd round PCR in the CRISPR-Cas9 gRNA insert
library preparation

Library purification Each 50mL PCR product was purified using 40mL of Agencourt AM-

Pure XP SPRI beads according to the manufacturer’s instructions.

Sequencing

Illumina-C HiSeq 2500 single-end sequencing was performed at the Wellcome Sanger Insti-

tute. The mean number of reads per replicate was 25,822,355 and read length was 20bp.

Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout (MAGeCK)

The gRNA read counts generated were analysed using the algorithm MAGeCK (Li et al.,

2014) with the assistance of Dr Vivek Iyer from the experimental cancer genetics team at the

Wellcome Sanger Institute. Pairwise comparisons between the different samples were con-

ducted. Initially, the 14-day sample (test) was compared to the plasmid library (control), for

use in the generation of a receiver-operating characteristic curve to assess the screen quality.

The focus formation sample (test) was then compared with each of the other three samples -

“library”, “14-day” and “proliferation-only” (control). This was done using the test command

from the MAGeCK package.

Receiver-operating characteristic curve generation

A receiver-operating characteristic (ROC) curve was generated using the data collected from

the 14-day - library MAGeCK comparison. Genes that were significantly depleted (FDR <

0.01) in this comparison were compared to the list of essential genes used by the Bayesian

Analysis of Gene Essentiality (BAGEL) algorithm (Hart and Moffat, 2016) to determine the

relationship between the sensitivity and specificity of the screen in identifying known essential

genes. The ROC curve was generated using the roc command from the pROC package (Robin

et al., 2011) (partial.auc=c(100,90), partial.auc.correct=TRUE, partial.auc.focus=“sens”, boot.n=100).
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Gene prioritisation

Genes significantly enriched in the focus formation sample when compared to any other sam-

ple in the screen (FDR < 0.01) were considered for validation. Genes were prioritised by

comparison with existing cancer genome data taken from the Cancer Gene Census (Futreal

et al., 2004), Intogen Cancer Drivers Database (Rubio-Perez et al., 2015), positively selected

driver mutations (Martincorena et al., 2017), recurrently deleted intervals (Iorio et al., 2016),

homozygously deleted regions (Cheng et al., 2017), and The Cancer Genome Atlas (Weinstein

et al., 2013). The rationale for inclusion of the chosen genes in the validation is detailed in the

results (section 3.3.5).

Validation (arrayed focus formation assay)

Plasmids carrying gRNA sequences against the genes in table 3.12 (with the exception of

Lats2 and Rnf146), along with those against 10 randomly selected genes as a negative control,

were obtained from an arrayed mouse gRNA library (Metzakopian et al., 2017). Two gRNAs

sequences were used per gene to help ensure successful knockout ( table 3.8).

The validation was performed using a small scale focus formation assay. For each gRNA

and for the mock transfection, 100,000 cells/well were seeded in 2 wells of a 6-well tissue

culture plate at a density of 50,000 cells/mL and incubated for 24 hours in complete DMEM.

Before transfection. the media was changed to Opti-MEM™ reduced serum media. The

cells were transfected using Lipofectamine 3000 according to the manufacturer’s instructions

using the following quantities of reagents (table 3.9). For the mock transfection, the plasmid

DNA was replaced with an equivalent volume of Opti-MEM™. After 16 hours the media

was changed to complete DMEM. Cells were cultured for 12 days without splitting to allow

formation of foci of proliferation, changing the media every 3-4 days.

Reagent Amount per 100,000 cells

Lipofectamine 3000 1.5mL
P3000 1mL
gRNA plasmid DNA 500ng

pCMV-hyPBase 50ng

Table 3.9: Transfection reagent quantities for validation focus formation assays
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Gene gRNA 1 sequence (complementary) gRNA 2 sequence (complementary)

Mical1 CTCAGCAGGCACTGCTTCTTGG GCTGTCATCACAAAGTAGTGGG

Cyp2j11 ACGTAATTAGCGTGAATTTTGG TGTTGCCTTGCAGCTAAACTGG

Lgalsl AGTCGTGGGAAGTACACGTCGG GTTCAATTGCCACATCGGCAGG

Slain1 CAGCACAGAGTTCACAGCGTGG GCGGCATGCCTTTATCCAATGG

Fbrs AGCTGGTGGGAGACCCGGAGGG TCAGCACTGGCCCCAGTCGTGG

Zfp418 CAGCATCACATCAAGATACAGG GTGGCAGTTTACTTCTCCCAGG

Sparc GGTGCAGAGGAAACGGTCGAGG GAGGAAACGGTCGAGGAGGTGG

Cyp2a22 GCTTTGGAGGACAACGCTGAGG GCCGGGTTGTGGTGCTATATGG

Tmem160 CTTCTGTCATCCGGCATTGGGG GACTTCTGTCATCCGGCATTGG

Top3b TCAAGATGACGTCTGTCTGCGG AAGTACAACAAGTGGGATAAGG

Nup160 GCAAGTGCCGCGTTTGGAACGG TGAAGTACAGTGAGAGCGCTGG

Smu1 GACAGCATTGAAAGTTTCGTGG CAAGTACTGCATGATTAGTCGG

Nf1 CTCTCTCAGTTGATCATATTGG TTGATCATATTGGATACACTGG

Ptbp1 CACGTGGAGAAGAGCTCGTCGG CTGTAAACTCCGTCCAGTCTGG

Kdsr CTATTGAGTGCTACAAACAAGG TCTCAAGACTATAACCAAGTGG

Mcat GGAGAAGTTGGACTGACGCTGG ATCCCACTGGGAACGGCTTCGG

Cdk7 AATAAATAGAACAGCCTTAAGG GCTCCCAAATGATTTGGCCAGG

Mak16 AATCGGTCGTCCTGTCCTCTGG TCTGACTGGTCTGTGCAATCGG

Table 3.8: DNA sequences encoding complementary gRNAs from the arrayed plasmid
library used in validation
DNA sequences encoding complementary gRNAs used in the validation of the genome-wide

CRISPR-Cas9 knockout screen discussed in section 3.2.2. Plasmids carrying these sequences

were obtained from an arrayed mouse gRNA library (Metzakopian et al., 2017).
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Validation - pooled gRNA lentivirus

An alternative method of validation was carried out using a lentivirus pool carrying the 36

gRNA sequences listed in table 3.8.

Validation virus production A T25 culture flask was coated with 0.1% gelatin in PBS.

3.5 x 10

6

HEK293T cells were seeded at a density of 700,000 cells/mL and incubated for

24 hours in complete DMEM. Before transfection, the media was changed to Opti-MEM™

reduced serum media. The cells were transfected using Lipofectamine 3000 according to the

manufacturer’s instructions using the following quantities of reagents per flask (table 3.10).

At 16 hours post-transfection, the media was changed to heat-inactivated complete DMEM.

72 hours post-transfection, the supernatant was filtered through a 45mm low-protein binding

filter and frozen at -80˚C.

Reagent Amount per flask (3.5 x 10

6

cells)

Lipofectamine 3000 reagent 2mL
P3000 1.75mL
pMD2.G 187ng

psPAX2 280ng

pAdVAntage™ Vector 280ng

gRNA plasmid DNA (for each gRNA listed in table 3.8) 86.1ng

Table 3.10: Transfection reagent quantities for validation virus production

Infection with pooled gRNA lentivirus and focus formation assay:

Day 1: 830,000 NIH3T3-Cas9 cells were suspended in 20mL of heat-inactivated com-

plete DMEM, containing 20mL of polybrene. The virus described in section 3.2.2 was added

at a multiplicity of infection of 0.3 plaque forming units/cell. This mixture was seeded in a

T75 culture flask. 830,000 cells infected with a virus pool carrying 36 different gRNAs at a

multiplicity of infection of 0.3 gives a mean coverage per targeted gene of 6917X.

Day 2: After 16 hours, the media was changed to complete DMEM without polybrene.

Day 4: Media was changed to complete DMEM containing 2mg/mL puromycin to select

for infected cells.
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Day 8: Cells were split using 0.05% trypsin-EDTA and 830,000 were re-seeded in a T75

culture flask.

Days 9-19: Cells were cultured without splitting to allow for the formation of foci of

proliferation. Media was changed every 3-4 days.

Day 20: Cells were harvested using 0.05% trypsin-EDTA, washed with PBS and cen-

trifuged (200xg, 5 minutes). Pellets were frozen at -80°C.

Genomic DNA extraction: Genomic DNA was extracted using Qiagen Gentra Puregene kit

according to the manufacturer’s instructions.

Library preparation Library preparation and purification methods were the same as those

for the genome-wide CRISPR-Cas9 knockout screen (see section 3.2.2), with the exception of

the use of different primers for the first round PCR (see appendix B.5).

Sequencing Illumina-C HiSeq 2500 single-end sequencing of the above library is currently

in progress.

3.3 Results

3.3.1 Focus formation assay with pBabe-puro Ras-V12

The focus formation assay used in chapters three and four uses transformation-sensitive NIH3T3

cells to detect genetic changes that induce malignant transformation in vitro. In order to val-

idate this assay, cells were transfected with a plasmid expressing the known transforming

oncogene H-RAS (Addgene #1768). When compared with the mock transfected and control

pmaxGFP transfected wells, the wells transfected with pBabe-puro Ras V12 developed many

more foci of proliferation during the 12 day culture period, indicating the malignant transfor-

mation of individual cells due to the expression of H-RAS, and the formation of clonal foci that

have overcome normal growth controls (see figure 3.2). For the mock and control GFP cells,

few or no foci of proliferation were visible, indicating a low level of background transforma-

tion. These results suggest that this assay is a suitable means of detecting genetic changes that

induce malignant transformation in vitro.
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Figure 3.2: Focus formation assay using NIH3T3 cells transfected with pBabe-puro Ras-
V12
NIH3T3 cells were transfected with pBabe-puro Ras-V12, pmaxGFP or mock transfected in

order to compare the effects of H-RAS expression with control. After transfection, cells were

cultured for 12 days before staining with crystal violet, as described in section 3.2.2.
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3.3.2 Genome-wide CRISPR-Cas9 knockout screen for mediators of ma-
lignant transformation

The aim of this screen was to identify genes that can induce malignant transformation in vitro
when subjected to loss-of-function mutation. Transformation-sensitive NIH3T3-Cas9 cells

were infected with a lentivirus carrying Genome-wide Knockout CRISPR Library v2 (Koike-

Yusa et al., 2013) and allowed to proliferate for 14-days, followed by splitting the cells into two

arms of the screen. In the proliferation-only arm, cells were split every 3-4 days, preventing

them from reaching confluency. In the focus formation arm, cells were not split, allowing

them to form transformed foci of proliferation. In the latter arm, the foci of proliferation were

visible macroscopically on day 28, whereas a control flask seeded with uninfected NIH3T3-

Cas9 cells and cultured in parallel showed very few transformed foci. This indicates a low

background rate of transformation during the screen, with the focus formation occuring due

to the CRISPR-Cas9 mediated knockout of specific genes.

Comparison of the gRNA counts in cells at different stages of the screen (see figure 3.1

for an overview of the samples taken) was used to identify putative genes involved in the

formation of the transformed foci of proliferation seen in the focus formation sample.

Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout (MAGeCK)

The gRNA read counts were analysed using the algorithm MAGeCK (Li et al., 2014). MAGeCK

identifies genes where gRNAs against that gene were significantly enriched or depleted in one

sample with respect to another sample. Initially, the 14-day sample was compared to the

plasmid library to generate the data for a receiver-operating characteristic curve to assess the

screen quality. The read counts from the focus formation sample were then compared to those

from each of the other three samples (library, 14-day and proliferation-only). The compar-

isons between the focus formation sample and the library, and between the focus formation

sample and the 14-day sample, are likely to identify any genes involved in either malignant

transformation or the control of proliferation. However, the comparison between the focus

formation sample and the proliferation-only sample was made in an attempt to identify genes

specifically involved in the ability to form the clonal foci seen during the screen, which may

indicate involvement in malignant transformation.
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3.3.3 Screen quality

Receiver-operating characteristic (ROC) curve - ability to detect essential genes

The quality of the screen was assessed by comparing the genes determined by MAGeCK

analysis to be significantly depleted (FDR < 0.01) in the 14-day sample compared to the gRNA

library, with the list of essential genes used in the Bayesian Analysis of Gene Essentiality

(BAGEL) algorithm (Hart and Moffat, 2016). A ROC curve was generated to measure the

sensitivity and specificity of the detection of these genes. The partial area under the curve

(coloured dark grey in figure 3.3) equalled 87.6%, indicating a good level of overall sensitivity

and specificity. This suggests that the gRNA library has acheived knockout of genes across

the genome, producing the expected phenotypes.

Figure 3.3: Receiver Operating Characteristic curve based on the detection of BAGEL
essential genes by the genome-wide CRISPR-Cas9 knockout screen
This ROC curve is based on the ability of the 14-day - library MAGeCK comparison from the

genome-wide CRISPR-Cas9 knockout screen (section 3.2.2) to detect the dropout of gRNAs

against the essential genes used in the Bayesian Analysis of Gene Essentiality (BAGEL) algo-

rithm (Hart and Moffat, 2016). The dark grey area indicates the partial area under the curve

between 90-100% specificity.
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3.3.4 Candidate genes

3.3.5 Prioritising genes for validation using existing cancer genome data

A shortlist of genes that are candidates for involvement in transformation was produced by

taking genes significantly enriched (FDR < 0.01) in the focus formation sample, compared

with the plasmid library, the 14-day sample, or the proliferation-only sample. This identified

50 potential hits, which are listed in appendix B.6. In order to further prioritise genes for

individual validation, cancer genome data from a variety of studies was consulted to identify

the strongest candidates based on existing mutation data for each gene.

Cancer Gene Census

The Cancer Gene Census (CGC) (Futreal et al., 2004) genes are a list of genes curated by

COSMIC (Forbes et al., 2017), that have been shown to contain mutations that are causally

implicated in human cancer. From the 77 genes identified by the screen, eight (Gnas, Kdsr,
Sufu, Nf2, Cltc, Ptch1, Nf1 and Pten) were found to be existing CGC genes. Some of these

genes were ranked very highly in the MAGeCK analyses, for example Gnas was the most

overrepresented gene in both the 14-day - focus formation and the proliferation-only - focus

formation comparisons (see appendix B.6 for complete list of gene rankings). The appearance

of these genes in the results is encouraging, as it suggests that the screen successfully identified

genes that are causally involved in cancer. As these are well characterised cancer-linked genes,

they were not investigated further. Nf1 was taken forward to the validation as a positive control.

IntOGen

IntOGen is a publicly available database that identifies driver mutations in cancer from the

analysis of point mutations from 4,623 cancer exomes at 13 tumour sites. Six genes (Gnas,
Nf2, Cltc, Ptch1, Nf1 and Pten) from the candidate list were found in IntOGen’s Cancer

Drivers Database (Rubio-Perez et al., 2015). However, these are all genes that had previ-

ously been identified in the Cancer Gene Census, so they were not taken forward into the

validation stage.

Positively selected substitution mutations

In 2017 Martincorena et al. identified driver mutations in somatic tissues and cancer, looking

at coding substitutions under positive selection. They found that >50% of the identified muta-

tions were outside known cancer genes, making this a potentially promising source of data for
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confirming novel hits in the CRISPR-Cas9 screen. The genes from the candidate gene list that

were found to be positively selected in somatic tissues were Lats2, Nf2, Nf1 and Pten (Mart-

incorena et al., 2017). Lats2 has been previously described as a potential tumour suppressor

gene involved in inhibition of the G1/S phase transition (Li et al., 2003), but its role is not

as well characterised as those listed in the Cancer Gene Census, so the gene was chosen for

validation.

Deletion mutations

In addition to looking at substitution mutations it was important to consider deletions found in

human cancers. If a gene on the list of hits from the CRISPR-Cas9 screen is in a recurrently

deleted interval, this may indicate that it could be the driver responsible for the interval’s

recurrent deletion. In 2016, Iorio et al. published statistically significant copy number changes

present across a range of cancers, including deleted intervals. This data was taken from 1869

tumours from 12 different tissue types. Six hits from the CRISPR-Cas9 knockout screen were

found to be contained within one of these deleted intervals (Nf1, Pten, Ptbp1, Mcat, Lats2
and Nup160) and four of these (Ptbp1, Mcat, Lats2 and Nup160) were genes not listed in the

CGC, notably including Lats2 which was also listed as a gene carrying positively selected

mutations in somatic tissues by Martincorena et al. These four genes were taken forward to

the validation stage.

Homozygous deletions are rare events, which may indicate a potential tumour suppressor

gene when seen in tumour genomes. In 2017 Cheng et al. published homozygous deletion

intervals found in 2218 primary tumours across 12 human cancer types. When compared with

the list of hits from the CRISPR-Cas9 screen, the genes Smu1, Nf1, Pten and Sufu were found

to intersect with homozygously deleted intervals. As Smu1 is not a listed CGC gene, this gene

was chosen for validation.

The Cancer Genome Atlas - cBioportal

Finally, I looked at deletion data across a range of human cancers for all of the remaining

hits from the CRISPR-Cas9 knockout screen using cBioportal (Cerami et al., 2012) to view

data from The Cancer Genome Atlas (Weinstein et al., 2013). Here I identified a further four

genes (Cdk7, Rnf146, Mak16 and Kdsr) from the list of hits that contained frequent deletions in

multiple tumour types, listed in table 3.11. These four genes were taken forward for validation.
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Gene Tumour types (deletion frequency)

Cdk7 Adenoid cystic carcinoma (13%), prostate (12%), pancreas (7%),

malignant peripheral nerve sheath tumour (7%), ovarian (5%)

Rnf146 Diffuse large B cell lymphoma (13%), pancreas (7%), adenoid cystic carcinoma (7%)

Mak16 Prostate (14%), uterine (5%), bladder (5%), breast (7%), lung adenocarcinoma (6%),

liver (6%)

Kdsr Pancreas (19%), prostate (8%), stomach and oesophageal (7%)

Table 3.11: Genes containing recurrent deletions in multiple tumour types
This table lists genes from the list of hits generated by the genome-wide CRISPR-Cas9

screen (see section 3.2.2) that contain recurrent deletions in multiple tumour types. This data

was taken from The Cancer Genome Atlas (Weinstein et al., 2013). Tumour types are listed

where the deletion frequency >5%.

Candidate gene list for validation

Gene Mutation Data MAGeCK comparison(s) Rank

Cdk7 Recurrent deletion (TGCA) proliferation-only - focus formation 15

Rnf146 Recurrent deletion (TGCA) library - focus formation 8

Mak16 Recurrent deletion (TGCA) proliferation-only - focus formation 23

Kdsr Recurrent deletion (TGCA) proliferation-only - focus formation 26

Ptbp1 Recurrent deletion (Iorio et al., 2016) proliferation-only - focus formation 5

Mcat Recurrent deletion (Iorio et al., 2016) proliferation-only - focus formation 18

Lats2 Positively selected driver mutation & recurrent deletion (Iorio et al., 2016) 14-day - focus formation 13

Nup160 Recurrent deletion (Iorio et al., 2016) proliferation-only - focus formation 33

Smu1 Recurrent homozygous deletion (Cheng et al., 2017) proliferation-only - focus formation 8

Nf1 Cancer Gene Census gene (positive control) library - focus formation 3

Table 3.12: Genes for individual validation
Genes that were significantly enriched (FDR < 0.01) in the focus formation sample when

compared using MAGeCK (Li et al., 2014) with any of the three control samples (library, 14-

day or proliferation-only) were prioritised for individual validation by comparison with the

sources of cancer genome data listed in section 3.3.5. This table lists the nine genes chosen

for individual validation, along with the chosen positive control, Nf1. The MAGeCK compar-

ison(s) the gene was enriched in are also listed, alongside its rank order in this comparison

when compared with all other genes analysed in the screen.
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Validation

Eight of these ten genes were included in validation experiments using individual gRNAs

from an arrayed mouse gRNA library (Metzakopian et al., 2017), using two separate gRNAs

per gene. gRNA sequences targeting Lats2 and Rnf146 are not included in this library, so

further work is required to investigate these genes. The use of independent gRNA sequences

to those used for the screen itself aims to reduce any off-target effects due to the specific gRNA

sequences used in the screen.

Validation - Arrayed focus formation assay

In this experiment, gRNAs against each gene were used to knock out the genes in NIH3T3-

Cas9 in individual wells, followed by culturing the cells for 12 days and staining to visualise

the foci of proliferation. Known transforming tumour suppressor gene Nf1 was included as

a positive control, and as a negative control 10 randomly chosen gRNA sequences from the

arrayed mouse library were included. Many foci of proliferation were seen in the positive con-

trol Nf1 (figure 3.4a), and no or few foci were seen for the randomly selected negative control

genes (figure 3.4b shows Mical1 as an example). However, no or few foci were observed in

the wells transfected with gRNAs against any of the hits from the CRISPR-Cas9 knockout

screen (table 3.12).

The inability of this assay to validate these hits was originally thought to be due to the

difference in the way the gRNAs were introduced to the cells. In the main screen, a lentivirus

carrying the Genome-wide Knockout CRISPR Library v2 was used to integrate the gRNA

sequences into the genome, whereas for the validation the plasmids from the arrayed mouse

library were introduced by transfection, followed by integration into the genome by pCMV-

hyPBase. If the efficiency of either transfection or integration was low, then sustained expres-

sion of the gRNA may have been poor. In order to avoid this, a lentivirus pool containing

gRNAs against all 18 genes was made (see section 3.3.5).

Validation - Pooled gRNA lentivirus

During the culture of the NIH3T3-Cas9 cells, visible foci of proliferation were formed. This

suggests that the cells were successfully transformed by at least one of the gRNAs included

in the validation virus, however this may be the positive control gRNAs against Nf1. The

sequencing of the library prepared from the gRNA inserts is currently in progress. These data

will then be analysed to determine if gRNA sequences against any of the candidate genes are

overrepresented compared to the controls.
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(a) Focus formation assay using 2 gRNAs against posi-
tive control gene Nf1

(b) Focus formation assay using 2 gRNAs against nega-
tive control gene Mical1

Figure 3.4: Arrayed focus formation assays for genome-wide CRISPR-Cas9 screen vali-
dation
NIH3T3-Cas9 cells were transfected with plasmids from an arrayed mouse CRISPR-Cas9 library (Met-

zakopian et al., 2017), carrying gRNA sequences against a positive control (known transforming tumour

suppressor gene Nf1), 10 randomly selected genes, and eight hits from the genome-wide CRISPR-Cas9

knockout screen (see section 3.2.2). The cells were then cultured for 12 days, and stained using crystal

violet to visualise foci of proliferation. a) This figure shows NIH3T3-Cas9 cells transfected with two

plasmids expressing two different gRNAs against the positive control gene, Nf1. gRNA 1 produces

visibly more and larger foci, suggesting that there may be variation in gRNA efficiency. b) This figure

shows NIH3T3-Cas9 cells transfected with two plasmids expressing two different gRNAs against one

of the randomly selected negative control genes, Mical1.
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Re-analysis of gRNA read counts

After the putative transformation associated genes failed to show any difference in transform-

ing ability from the negative control genes in the arrayed focus formation validation assay

described above, I revisited the data generated by the genome-wide CRISPR-Cas9 screen, and

its analysis using MAGeCK. In order to examine the original read count data that was used as

an input for the MAGeCK analysis, the normalised read counts for each gRNA in the different

samples were visualised (figure 3.5). These three figures compare read counts of individual

gRNAs between the pairs of samples that were compared in the MAGeCK analysis described

in section 3.2.2.

In these plots, gRNAs that are genuinely enriched in the focus formation sample lie above

the y=x line (more frequent in the focus formation sample than in the control), and also show

a high total read count in this sample. However, the figures indicate that the only genes for

which this is consistently true for multiple gRNAs are Rnf146 and the positive control Nf1
(this is seen in the library - focus formation (figure 3.5a) and 14-day - focus formation (figure

3.5b) comparisons). Another gene where the gRNA sequences may show genuine enrichment

is Lats2, which was determined by MAGeCK to be significantly enriched in the 14-day - focus

formation comparison. In the plot of the normalised read counts for this comparison (figure

3.5b), one gRNA sequence is far more prevalent in the focus formation sample than in the

14-day sample, and the other four are present in similar amounts in both samples.

For these three genes, the interpretation of these figures is consistent with the results ob-

tained using MAGeCK. Nf1 and Rnf146 were determined by MAGeCK analysis to be signif-

icantly enriched in the library - focus formation comparison, and Lats2 was called as signif-

icantly enriched in the 14-day - focus formation comparison (see table 3.12). This indicates

that MAGeCK was successful at identifying genuine hits when comparing the focus formation

sample when using the library sample as a control. This was also potentially true when the

14-day sample was used as a control, although this is more uncertain as Lats2 is not as clearly

enriched as Rnf146 or Nf1. The success of the MAGeCK analysis when using the library

sample as a control is apparent from a similar figure highlighting all of the genes identified as

significantly enriched in the focus formation sample when compared with the library (figure

3.6). Unlike the other figures, this plot shows the expected distribution of read counts for

a list of genuine hits, with nearly all highlighted genes having the majority of their gRNAs

above the y=x line, showing that they are more frequent in focus formation sample than in the

library. Importantly, these gRNAs also show a high total read count in the focus-formation

sample. This comparison identified known Cancer Gene Census (Futreal et al., 2004)genes

Sufu, Nf2, Ptch1, Nf1 and Pten, alongside the six other genes listed in the plot. The only gene

from this list that was chosen for the validation stage was Nf1, which was used as a positive
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control.

However, in the figure comparing read counts in the focus formation and proliferation-

only samples (figure 3.5c), the genes that MAGeCK analysis determined to be significantly

enriched when using the proliferation-only sample as a control (Cdk1, Kdsr, Mak16, Mcat,
Nup160, Ptbp1 and Smu1) are not distributed as would be expected for genes involved in

transformation. While the gRNA counts lie mostly above the y=x line (more frequent in the

focus formation than in the proliferation-only sample), read counts are mostly relatively low

in both samples. Clearly, the expected result for a gene involved in the proliferation of the foci

formed during the screen would be to have a high read count in the focus formation sample.

A potential explanation for why the MAGeCK analysis called these genes as enriched can

be seen when comparing the read counts from the focus formation sample with those from

the gRNA library (figure 3.5a). In this figure, the genes that were identified by MAGeCK

as enriched in the focus formation sample when the proliferation-only sample was used as a

control are actually underrepresented in the focus-formation sample when compared with the

library. For three of these genes, Kdsr, Nup160 and Smu1, MAGeCK actually calls them as

significantly depleted (FDR < 0.01) in the focus formation sample when using the library as

the control (FDR = 0.003, 0.004 and 0.005 respectively). This result implies that these genes

are potentially essential or highly important genes for normal cellular survival.

This illustrates a potential issue when using MAGeCK to detect gRNA enrichment, where

the read counts from the original plasmid library are not used as the control. If a gene is es-

sential, read counts of gRNAs against it will drop dramatically between the input library, and

subsequent samples, leaving a low number of reads. However, if a comparison is then made

directly between two samples, both with low read counts, the relative difference can be large

due to the low signal:noise ratio. This noise can be derived from biological factors such as

variation in the efficiency of individual gRNAs, or random variation. For some genes, there

will be a large relative difference between the two low read counts due to this noise, leading

MAGeCK to call this as a significant enrichment between the two samples. Figure 3.7 and

table 3.13 show the mean normalised gRNA read counts for the three genes (Kdsr, Nup160
and Smu1) that were called as significantly depleted in the focus formation sample when com-

pared with the gRNA library, but significantly enriched in the focus formation sample when

compared with the proliferation-only sample. From these figures, it is clear that the genes are

in fact essential genes, with much lower read counts in both cultured samples compared to the

input read count from the library. However, the very low read counts in the samples have led

to noise resulting in a large relative increase seen between the proliferation-only and focus for-

mation samples, leading to the counterintuitive result of the MAGeCK analysis. These genes

were included in the validation stage due to their recurrent presence in deletion intervals found
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Gene gRNA library Proliferation-only Focus formation

Kdsr 469.2 6.4 9.3

Nup160 513.6 5.7 11.4

Smu1 648.8 5.9 11.3

Table 3.13: Mean normalised read counts for gRNAs against Kdsr, Nup160 and Smu1 in library,
proliferation-only and focus formation samples
This table shows the mean of the normalised read counts for the gRNAs against three genes (Kdsr, Nup160 and Smu1) for the gRNA library,

proliferation-only and focus formation samples taken from the genome-wide CRISPR-Cas9 knockout screen (see section 3.2.2).

in human cancers, however it is probable that this is purely a passenger effect, potentially due

to other nearby driver genes.

This phenomenon could explain why none of the hits identified from the screen were

validated except for Nf1, which was included due to its enrichment in the focus formation

sample when using the library as a control. Rnf146 and Lats2 are also potentially valid hits

as they were also not generated from the comparison using the proliferation-only sample as

a control, and showed high total read counts in the focus-formation sample. Unfortunately,

as mentioned above (section 3.3.5: Validation) gRNAs against both Rnf146 and Lats2 were

not included in the arrayed mouse gRNA library (Metzakopian et al., 2017), so these were not

able to be included in the validation at this stage.

3.4 Discussion

The aim of the genome-wide CRISPR-Cas9 screen described in this chapter was to identify

genes involved in the earliest stage of tumourigenesis, mediating the initial transition of a sin-

gle cell to malignancy that may then clonally proliferate and form a tumour. The advantage of

looking for these genes is that they will probably be present clonally in the tumour, presenting

a potential therapeutic target. Further knowledge of the genes involved in transformation may

also help to elucidate early mechanisms of tumourigenesis.

One limitation of the approach used to identify these genes is that it is only able to detect

those that cause malignant transformation when mutated alone in the NIH3T3-Cas9 genetic

background, as each gRNA causes loss-of-function mutation of a single gene. Given that can-

cer is a polygenic disease, it is possible that some mutations may have to work in combination

to initiate transformation. For example, BRAF V600E is the most common initiating mutation

in melanocytic neoplasms, causing the formation of naevi. Alone, this mutation does not cause

malignant transformation, forming a benign lesion where proliferation is limited by cellular
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(a) gRNA plasmid library - Focus formation

(b) 14-day - Focus formation

(c) Proliferation-only - Focus formation

Figure 3.5: Comparisons between normalised gRNA read counts in different samples taken from
the genome-wide CRISPR-Cas9 knockout screen for genes associated with malignant transfor-
mation
These figures show the log

10

(normalised gRNA count)s for each gRNA sequence in the Genome-wide Knockout CRISPR Library v2 (Koike-

Yusa et al., 2013), plotting the values derived from different samples from the genome-wide CRISPR-Cas9 knockout screen against each

other. Each figure compares the data from the focus formation sample with a different control sample (gRNA library, 14-day and proliferation-

only), corresponding to one of the datasets analysed by MAGeCK in section 3.3.2. The coloured points represent gRNA sequences against

genes that were identified by MAGeCK analysis (Li et al., 2014) as enriched in the focus formation sample with respect to one of the controls,

and were then taken forward to the validation stage on the basis of comparison with existing cancer genome data (see section 3.3.5). The

black dotted lines (y=x) indicate the point at which the normalised gRNA read counts are equal in the two samples, with gRNA sequences

that are enriched in the focus formation sample lying above this line.
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Figure 3.6: Comparison between normalised gRNA read counts in the plasmid library and fo-
cus formation samples taken from the genome-wide CRISPR-Cas9 knockout screen for genes
associated with malignant transformation
This figure shows the log

10

(normalised gRNA count)s for each gRNA in the Genome-wide Knockout CRISPR Library v2 (Koike-Yusa et al.,

2013), plotting the values derived from the plasmid library and the focus-formation sample from the genome-wide CRISPR-Cas9 knockout

screen against each other. The coloured points represent gRNA sequences against genes that were identified by MAGeCK analysis (Li et al.,

2014) as enriched in the focus formation sample with respect to the plasmid library. The black dotted line (y=x) indicates the point at which

the normalised gRNA read counts are equal in the two samples, with gRNA sequences that are enriched in the focus formation sample lying

above this line.

Figure 3.7: Mean normalised read counts for gRNAs against Kdsr, Nup160 and Smu1 in library,
proliferation-only and focus formation samples
This figure shows the mean of the normalised read counts for the gRNAs against three genes (Kdsr, Nup160 and Smu1) for the gRNA library,

proliferation-only and focus formation samples taken from the genome-wide CRISPR-Cas9 knockout screen (see section 3.2.2).
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senescence (Michaloglou et al., 2005). However, when accompanied by further mutations,

activating BRAF mutation can lead to the development of malignant melanoma. For example,

the combination of BRAF V600E and inactivating PTEN mutation has been shown in mice to

cause metastatic melanoma (Dankort et al., 2009). This example illustrates how multiple mu-

tations can be required to cause malignant transformation, and therefore screens using gRNAs

targeting single genes may be unable to detect certain driver genes due to the requirement for

accompanying genetic alterations. One way to test the effects of multiple mutations occuring

simultaneously is to use a plasmid library where each plasmid carries more than one gRNA

sequence. However, this approach is not suitable for exhaustive genome-wide screens as the

number of gene combinations would be prohibitively high. This means that some a priori
hypothesis about which gene combinations may be of interest is required to design a practical

number of guides to make up a screening library.

Additionally, this screen was conducted in a single cell line, and therefore may fail to

identify mutations that require a different genetic or epigenetic background to induce transfor-

mation. NIH3T3-Cas9 cells are transformation-sensitive and have an abnormal karyotype (see

section 2.3.5), potentially presenting a lower genetic barrier to malignant transformation than

genetically and phenotypically ‘normal’ cells. It is therefore unclear whether any identified

mutations would have the same effect in ‘normal’ cells in vivo. Another potential compli-

cating factor is the genetic heterogeneity of NIH3T3-Cas9 cells. As discussed in Chapter 2

(section 2.3.5), the cell line appears to exhibit chromosomal instability, leading to a range of

large-scale alterations in the genome that differ between individual cells. Therefore, mutations

in different cells within the population are acting in different genetic environments.

A further issue with screening in vitro is that transformation in this context may not fully

recapitulate the in vivo phenotype. The aim of the screen is to identify genes that are involved

in the transition of a cell to maligancy, forming a tumour with the ability to metastasise. It

is not certain that the in vitro formation of proliferative foci is phenotypically equivalent to

this; for example, it may not be able to differentiate between mutations that cause benign and

malignant tumours. Genome-wide screening in vivo is not feasible, however it is possible to

perform further in vivo validation of genes that were successfully validated in vitro. For exam-

ple, the injection of CRISPR-Cas9 edited NIH3T3 cells into a mouse model and observation

of tumour initiation over time compared to control wild-type NIH3T3 cells could determine

the ability of mutations identified during the screen to initiate transformation in vivo. This ap-

proach would also have the advantage of accounting for factors such as the immune response

that may make it more difficult for a transformed cell to establish a tumour.

The analysis of the data from this screen identified a potential issue with using the MAGeCK

algorithm to detect enrichment of gRNA sequences when not using the gRNA library as a
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control. The presence of gRNA sequences in the library that target essential or other highly

advantageous genes meant that, for these genes, read counts dropped to very low levels in all

cultured samples. This led to the identification of hits that, on closer examination, are actually

likely to be essential genes, due to high levels of statistical noise (see section 3.3.5).

There are multiple approaches that could be used to attempt to avoid this issue. Exami-

nation of the distributions of the read count data using plots such as those in figure 3.5 could

be used at an earlier stage in the analysis, to confirm that hits called by MAGeCK as enriched

correspond to gRNA sequences present at high overall read counts in the test sample. The

MAGeCK analysis could also be examined to discard any genes that are significantly depleted

in the test sample when compared to the gRNA library, suggesting they may be essential. An-

other possibility is to use a minimum threshold for read count in the control before the data

from a particular gRNA is used in the MAGeCK analysis. Alternatively, the issue could be

avoided entirely by using the gRNA library as the control sample. For example, to compare

the gRNA counts between the focus formation and proliferation-only samples, both samples

could have been independently compared with the gRNA library using MAGeCK, followed

by comparing the genes enriched in each comparison.

Two genes were both identified as enriched by the MAGeCK analysis, and also looked

promising on further investigation of the original read counts - Rnf146 and Lats2. Unfor-

tunately, gRNA sequences targeting these genes were not included in the library used for

validation (Metzakopian et al., 2017). In future, gRNA sequences against these genes could

be cloned into the plasmid backbone used in this library, and used to validate these hits. Addi-

tionally, there are further novel genes that were enriched in the focus formation sample when

compared to the library that may be of interest - Kirrel, Mrgbp, Pdcd10, Traf3 and Ube2m
(see figure 3.6). For these genes that are enriched compared to the library, validation using

a focus formation assay is crucial to ensure that their mutation actually enables formation of

transformed foci, rather than simply increasing rate of proliferation and causing enrichment

of gRNA sequences targeting them in the absence of transformation.

Overall, the work described in this chapter has identified some potential genes that may

be involved in malignant transformation when subjected to loss-of-function mutations. If

successfully validated in future, these genes may represent useful sources of information about

the early stages of tumourigenesis or even potential therapeutic targets. Additionally, this work

highlighted a potential issue to be aware of when using MAGeCK to analyse CRISPR-Cas9

knockout screen data, suggesting that consideration of the original read count data alongisde

the results of the algorithm is advisable in order to identify and eliminate spurious hits.



Chapter 4

Identifying mediators of malignant
transformation in cancer using
genome-wide transposon-based gene
activation

4.1 Introduction

The genome-wide CRISPR-Cas9 knockout screen described in chapter three has one clear

limitation - it can only identify genes that cause transformation when subjected to loss-of-

function mutations. Many existing mutations known to cause transformation affect oncogenes,

that require overexpression, upregulation or activating point mutation to initiate tumourigen-

esis. These genes include those involved in pro-proliferative signalling such as RAS and SRC
(Oneyama et al., 2007; Yamamoto et al., 1999), and genes where mutation allows the bypass of

replicative senescence, such as TERT, the catalytic subunit of telomerase (Nault et al., 2014).

To detect genes where gain-of-function mutations are responsible for transformation, an

approach was needed that could upregulate expression of genes genome-wide, and experimen-

tally identify the genes of interest. Genome-wide transposon screening is a powerful approach

that can be used to insert a desired sequence across the genome in a range of cell types. These

insertion sites are easily recoverable due to specific sequences within the inserts, allowing the

numbers of insertions at different sites in a cell population to be quantified by sequencing

(Friedrich et al., 2017).

This approach has been used previously by Friedrich et al. (2017) for cancer gene dis-

covery in mice, using PiggyBac-based transposons for genome-wide insertional mutagene-
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sis. Insertions are quantified using QiSeq, which comprises DNA fragmentation by acoustic

shearing, library preparation through modified splinkerette PCR (Devon et al., 1995), and cus-

tom Illumina sequencing. In this chapter, this method was used to recover insertions that

transcriptionally upregulate expression of a downstream gene. The plasmid used was pPB-

SB-CMV-puro-SD, which contains the human cytomegalovirus (CMV) promoter, flanked by

PiggyBac and Sleeping Beauty sites (Tsutsui et al., 2015). The CMV promoter strongly up-

regulates downstream transcription leading to increased gene expression, aiming to model the

gene amplifications seen in some tumours (Xia et al., 2006).

Similarly to the CRISPR-Cas9 screen discussed in chapter three, the principle of this

screen was to induce genome-wide modifications of the NIH3T3 cells, then allow them to

form transformed foci in culture. Cells containing alterations that induce transformation will

therefore be overrepresented in the final population, and the numbers of mutations at different

loci can be determined using sequencing to identify the genes responsible.

4.1.1 Aims

Overall aim: To identify putative oncogenes involved in malignant transformation in human

cancer.

1. To identify genes that may mediate transformation in vitro using genome-wide transposon-

based gene activation screening in NIH3T3.

2. To prioritise hits from this screen using mutation data from existing human cancer se-

quencing projects.

3. To functionally validate prioritised hits in vitro.

4.2 Materials and Methods

4.2.1 Materials

Plasmids

pCMV-hyPBase This plasmid was obtained from Dr. Kosuke Yusa at the Wellcome Sanger

Institute (Yusa et al., 2011).

pPB-SB-CMV-puro-SD This plasmid was a gift from Professor Cyril Benes ((Tsutsui et al.,

2015))
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pBabe-puro Ras-V12 This plasmid was a gift from Professor Bob Weinberg (Addgene plas-

mid # 1768)

Cell lines

NIH3T3 NIH3T3 wild-type cells were obtained from the American Tissue Culture Collec-

tion (ATCC® CRL-1658™).

Reagents

Reagent Manufacturer

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma Aldrich

Fetal bovine serum (FBS) Gibco

Gentra Puregene kit Qiagen

Lipofectamine 3000 kit (Lipofectamine 3000 reagent and P3000) Thermofisher Scientific

Opti-MEM™ reduced serum media Gibco

Penicillin, streptomycin and L-glutamine (100X, 50mg/mL) Gibco

Puromycin InvivoGen

Trypsin-EDTA (0.05%) Gibco

Table 4.1: Reagents used in the methods described in chapter 4

4.2.2 Methods

Screen design

The aim was to acheive 100X coverage of the genome, with each gene being upregulated in

a mean of 100 cells in the screen. To acheive this coverage, the rationale behind a previous

screen using pPB-SB-CMV-puro-SD was used (Chen et al., 2013). Assuming that the number

of insertions within a region is distributed according to the Poisson distriution, if the aim is for

<5% of genes to have <100X coverage, the mean number of insertions upregulating expression

of any given gene should equal 117 (see equation).
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P(X  99) = 0.05

x=99
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= 0.05

l = 117

Following the assumption of Burgess et al. that the CMV promoter can upregulate tran-

scription of a gene when <64kb upstream of the transcriptional start site, 117 insertions within

this region equates to a mean 0.547kb gap between insertions. Therefore, in the 3 million kb

mouse genome, 5,484,375 insertions were required. These are only functional if on the coding

strand, therefore 10,968,750 insertions were needed in total.

A 1:10 ratio of PiggyBac transposase plasmid to PiggyBac transposon plasmid has been

determined to generate an expected 1-10 insertions per cell (Wang et al., 2008), providing a

reasonable number of insertions without causing excessive cell lethality. Making the conser-

vative assumption that one insertion per cell is generated, 10,968,750 transfected cells would

represent the same number of insertions. Given a measured transfection efficiency of NIH3T3

of 23.5% (appendix B.7), this equates to 46,675,532 cells. To account for cell loss during

processing, this was rounded to 5 x 10

7

.

Transfection

Day 0 5 x 10

7

NIH3T3 wild-type cells were seeded in 26 15cm-diameter culture dishes at

a density of 96,100 cells/mL in complete DMEM (DMEM supplemented with 10% FBS and

500mg/mL penicillin, streptomycin and L-glutamine). For the positive and negative controls,

a 6-well tissue culture plate was seeded at a density of 50,000 cells/mL, in 2mL of complete

DMEM per well.

Day 1 Media was changed to Opti-MEM™ reduced serum media before transfection. Cells

were transfected using Lipofectamine 3000 according to the manufacturer’s instructions, using

the following reagent quantities (table 4.2). Cells in the 15cm dishes were transfected with

pPB-SB-CMV-puro-SD and pCMV-hypBase, and for the positive control, 3 wells of the 6-

well plate were transfected with pBabe-puro Ras V12. For the negative control, 3 wells of the

6-well plate were mock transfected, with the plasmid replaced with an equivalent volume of

Opti-MEM™.
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Reagent Quantity per well (1 x 10

6

cells) Quantity per dish (1.92 x 10

7

cells)

Lipofectamine 3000 Reagent 1.5mL 28.8mL

P3000 1mL 19.2mL

pPB-SB-CMV-puro-SD 0.45mg 8.64mg

pCMV-hypBase 45ng 0.864mg

pBabe-puro Ras V12 0.5mg 9.2mg

Table 4.2: Transfection reagent quantities used in genome-wide transposon-based gene
activation screen

Day 2 16 hours post-transfection, media was changed to 20mL complete DMEM per dish,

or 2mL per well.

Day 4 Media was changed to complete DMEM containing puromycin (2mg/ml). Media was

changed every 3-4 days.

Day 30 Cells from the dishes were harvested by scraping, centrifuged (200xg, 5 minutes),

washed with PBS and frozen at -80°C. The control cells were fixed for 1 hour using methanol,

stained with 1% aqueous crystal violet for 10 seconds, washed with MilliQ water and air-dried.

DNA extraction

Genomic DNA was extracted using Qiagen Gentra Puregene kit according to the manufac-

turer’s instructions.

QiSeq

Transposon insertions were quantified using QiSeq (Friedrich et al., 2017). Library prepa-

ration was performed with the assistance of Dr. Jonathan Cooper from the haematological

cancer genetics group at the Wellcome Sanger Institute.

4.3 Results

At 30 days there were no or few foci in the mock-transfected wells, confirming the low rate

of background transformation in NIH3T3. The RAS-transfected positive control contained a

variable number of foci per well, ranging from three to approximately 45 in total. However,

the overall increased focus formation compared to the control indicates that these cells can
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be transformed by known oncogenes (figure 4.1). Many foci were seen in the transposon-

transfected dishes, suggesting successful transformation by transposon-mediated gene over-

expression.

The results of sequencing the insertions to determine their locations have not been returned

yet. Once the sequencing data is generated the aim is to analyse it using the method detailed

by Friedrich et al. to extract the insertion sites with the most reads and correlate these with

the downstream genes they are likely to induce overexpression of. Putative tranformation-

associated genes will then be prioritised using existing cancer genome data and validated using

an arrayed focus formation assay as decribed in sections 3.2.2 and 3.2.2 of chapter three.

Figure 4.1: Focus formation assay for negative and positive controls of the genome-wide
transposon-based activation screen
NIH3T3 cells were mock transfected as a negative control and transfected with a plasmid carrying

known oncogene RAS (pBabe-puro Ras-V12) as a positive control for the genome-wide transposon-

based activation screen. After culturing for 30 days, cells were stained using 1% aqueous crystal violet

(see section 4.2.2).
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4.4 Discussion

One limitation of this approach is that oncogenic point mutations are not accurately modelled,

with the transposon insertions more closely recapitulating oncogene activation by amplifi-

cation or upregulation. However, this may not preclude the identification of genes usually

activated by point mutation, as many oncogenes can be be activated in multiple ways, giving

similar phenotypes. For example, RAS is most frequently point mutated in tumours, but can

also cause transformation by overexpression in vitro or amplification in vivo (Pierceall et al.,

1991; Pulciani et al., 1985). There may also be issues inherent to the use of a cell-based

model, as differences have been observed between the level of gene expression required for

transformation in vitro when compared to that seen in vivo. For example, it has been shown

that mutant human RAS requires over 100-fold higher expression to cause tranformation in cell

lines compared to that seen in human cancers (Hua et al., 1997). However, RAS overexpres-

sion was used as the positive control in this screen and successfully induced transformation,

which is promising.

As discussed in chapter three, the heterogeneous genetic background and complex kary-

otype of NIH3T3 may affect the nature of the genes identified from this screen, as the ability

of a mutation to induce tranformation is likely to be dependent on other co-occurring muta-

tions. Another limitation of the model discussed in chapter three is the absence of factors that

play a part in early tumourigenesis in vivo, such as the immune microenvironment. As with

the CRISPR-Cas9 screen, some of these issues could be resolved by future validation of any

hits using mouse models. This could be done by injection of CRISPR-edited cells, or alter-

natively using a transgenic model that can activate the desired putative oncogene in a lineage-

and time-specific manner (Blanpain, 2013).





Chapter 5

Conclusions and further directions

In this thesis I have described the genetic characterisation of the cell-based model of malignant

transformation NIH3T3, and karyotyping of its daughter cell line NIH3T3-Cas9 followed by

presenting two complementary forward genetic screening approaches used to identify putative

oncogenes and tumour suppressor genes involved in the earliest stages of tumourigenesis.

5.1 Characterisation of the genetic background of NIH3T3
and NIH3T3-Cas9

The characterisation of the NIH3T3 genetic background consisted of whole-genome sequenc-

ing to identify SNVs and indels, comparison of these variants with known cancer-associated

genes from the CGC and mutations from COSMIC, and characterisation of large-scale ge-

nomic alterations using M-FISH. 88 SNVs and indels with coding effects in CGC genes were

identified; however determining the phenotypic effects of these variants and how they may

influence transformation sensitivity was challenging. Some of the indels identified were pre-

dicted to have loss-of-function effects, but for many it was unclear whether this would promote

tumourigenesis given the function of the gene and the mutations reported in human cancers.

However the indel affecting a splice acceptor site in Il6st is worth further investigation due

to its potential effect on known cancer-associated pathway JAK-STAT3 (Avalle et al., 2017;

Hibi et al., 1990). The SNVs identified were not located at mutation hot-spots catalogued by

COSMIC, however it is difficult to predict the effects of point mutations on a protein from

sequence data alone. It may be possible to investigate this using computational approaches

to the prediction of the effects of codon changes on protein structure and function (Tang and

Thomas, 2016).

Additionally, mutations in genes that were not investigated in the analyses carried out in
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this project may contribute to the transformation sensitivity of this cell line. For example,

there may be murine genes without human homologues that affect transformation, or genes

with unknown or poorly characterised effects on tumourigenesis. To ensure that these genes

are also investigated, additional literature sources could be included, such as the positively se-

lected driver mutations reported by Martincorena et al. in 2017. The transformation-sensitive

phenotype of NIH3T3 could also be explained by epigenetic effects. To investigate this pos-

sibility, the epigenome of the cell line could be characterised using methods such as cytosine

methylation profiling, and compared to epigenome data from patient tumour samples or cancer

cell lines (Ehrich et al., 2008).

The analysis of large-scale genetic alterations in the daughter cell line NIH3T3-Cas9

showed an abnormal, predominantly tetraploid karyotype with whole chromosome amplifi-

cations, deletions and translocations. The effects of these alterations on cancer-associated

genes may explain the transformation-sensitivity of the line. These results also revealed high

levels of inter-cell heterogeneity, indicating genetic instability and suggesting that the cell line

is continuing to evolve at the chromosomal level. This is also supported by the differences be-

tween the karyotype determined in this analysis and in previous cytogenetic characterisation

by Leibiger et al. (2013). This finding has important implications for the use of this cell line as

a model. As an enabling characteristic of the ‘hallmarks of cancer’ (Hanahan and Weinberg,

2011), genetic instability may influence transformation-related phenotypes and may may con-

tribute to the transformation-sensitivity of these cells. Genetic heterogeneity may also affect

the outcome of genetic screens, as experimentally-induced mutations do not act in a consistent

genetic background given the polyclonality of the model.

In future, it would be informative to characterise the karyotype and genetic heterogeneity

of the parental cell line NIH3T3 wild-type. These results could be compared with NIH3T3

samples from other sources to get a more complete picture of the heterogeneity present in

the cell line as a whole. Large-scale alterations found consistently in the cell line could then

be investigated at higher resolution to identify if any known oncogenes or tumour suppressor

genes are amplified or deleted.

Overall, this work has made some progress in identifying possible reasons behind the

transformation-sensitive phenotype of NIH3T3, while providing further evidence that cell

lines evolve, and should not be assumed to remain genetically or phenotypically identical

over time in culture.
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5.2 Identification of candidate genes associated with malig-
nant transformation

The genome-wide CRISPR-Cas9 knockout screen sought to identify novel candidate tumour

suppressor genes that induce the formation of tranformed foci of proliferation when knocked

out in NIH3T3. This screen successfully identified the known cancer-associated genes Gnas,
Kdsr, Sufu, Nf2, Cltc, Ptch1, Nf1 and Pten, along with putative novel candidates. The com-

bined results of manual investigation of the normalised read counts and their subsequent anal-

ysis using MAGeCK showed that using the original gRNA sequence library as a control was

the most successful approach for identifying gRNA seqeunces that were genuinely enriched,

indicating that the corresponding genes may be involved in the formation of the transformed

foci. This also highlighted an issue with using MAGeCK analysis to compare two samples

that have been grown in culture, which can lead to the mis-identification of essential genes as

enriched hits due to high statistical noise at low read counts. In future this could be avoided by

removing gRNAs with control read counts below a certain threshold from the analysis, and by

manually investigating the normalised read count data at an earlier stage to discard spurious

hits. Alternatively, the screen could be redesigned to use only the gRNA sequence library as

control.

The novel candidates identified from the comparison between the focus formation sample

with the gRNA sequence library were Rnf146, Kirrel, Mrgbp, Pdcd10, Traf3 and Ube2m.

Rnf146, Kirrel and Mrgbp are described as putative oncogenes or reported as overexpressed in

cancer samples (Gao et al., 2014; Yamaguchi et al., 2011; Zhang et al., 2018), whereas Pdcd10,
Traf3 and Ube2m are described as having tumourigenic effects when inactivated (Cukras et al.,

2014; Hajek et al., 2017; Lambertz et al., 2015). This is interesting considering that all of these

genes emerged from a screen employing loss-of-function mutation, suggesting that the effects

of Rnf146, Kirrel and Mrgbp may be poorly characterised or context-dependent.

The planned analysis of the data generated from the transposon-based activation screen

should generate candidate oncogenes involved in transformation. Once these hits and those

from the CRISPR-Cas9 screen have been validated in vitro, successful hits could be verified

in vivo using mouse models. A limitation of the current approach is that murine cancer-related

pathways may show important differences from the human equivalents. To test genes in a

human context, it would be informative to repeat any successful validation experiments using

the human homologues of candidates in the human non-tumorigenic immortalised cell line

MCF-10A (Qu et al., 2015). Following validation, further work to dissect the pathways con-

taining these genes and their biological functions would be enlightening. Existing data on

human cancer genomes from sources such as COSMIC could be used to investigate in which
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tumour types these genes are commonly mutated, what kinds of mutations are most com-

mon, and which other mutations are significantly co-occuring or mutually exclusive. Overall,

the further investigation of these candidates has the potential to inform the basic biology of

malignant transformation and possible future therapeutic targets.
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Appendix A

Software and databases

Software Version Citation

BCFtools 1.8 (Danecek et al., 2011)

bedtools 2.21.1 (Quinlan and Hall, 2010)

cBioportal 1.14.0 (Cerami et al., 2012)

COSMIC 85 (Forbes et al., 2017)

Ensembl Variant Effect Predictor 92 (McLaren et al., 2016)

Ensembl BioMart 92 (Zerbino et al., 2018)

MAGeCK 0.5.7 (Li et al., 2014)

pROC 1.12.1 (Robin et al., 2011)

samtools 1.8 (Li et al., 2009)

Table A.1: Software and databases used in analyses
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Supplementary information

B.1 Generation of the NIH3T3-Cas9 cell line

Materials

NIH3T3 wild-type NIH3T3 wild-type cells were obtained from the American Tissue Cul-

ture Collection (ATCC® CRL-1658™).

Cas9 virus The Cas9 lentivirus was generated by Gemma Turner from the experimental

cancer genetics group at the Wellcome Sanger Institute, using pKLV2-EF1a-Cas9Bsd-W (this

plasmid was a gift from Dr. Kosuke Yusa, Addgene plasmid #68343).

Reagents

Reagent Manufacturer

Blasticidin (10mg/mL) InvivoGen

Dimethyl sulphoxide (DMSO) Sigma-Aldrich

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma-Aldrich

Fetal bovine serum (FBS) Gibco

Paraformaldehyde Sigma-Aldrich

Penicillin, streptomycin and L-glutamine (100X) Gibco

Phosphate-buffered saline (PBS) Sigma-Aldrich

Polybrene (10mg/mL) Sigma-Aldrich

TrypLE Express Enzyme Gibco

Table B.1: Reagents used in the generation of the NIH3T3-Cas9 cell line
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Method

Day 1 2.5 x 10

6

NIH3T3 cells were infected in suspension in 3.5mL complete DMEM

(DMEM supplemented with 10% FBS and 500mg/mL penicillin, streptomycin and L-glutamine)

containing polybrene at 8µg/mL. 1.5mL Cas9 virus was added and cells were seeded in a T25

tissue culture flask.

Day 2 Media was changed to complete DMEM.

Days 4-11 Cells were split every 3-4 days, 2mg/mL blasticidin was added to the media to

select for Cas9 expressing cells.

Day 14 Cells were detached using TrypLE Express Enzyme and flasks were pooled be-

fore freezing in liquid nitrogen in cryopreservation medium (50% DMEM, 40% FBS, 10%

DMSO).

Acknowledgement

This work was performed by Dr. Nicola Thompson from the experimental cancer genetics

group at the Wellcome Sanger Institute.

B.2 Cas9 activity determination in NIH3T3-Cas9

Cas9 activity was assessed using a reporter vector expressing BFP, GFP and a gRNA targeting

GFP (gGFP). Cas9 activity was determined based on the percentage of cells that are BFP

positive but GFP negative, indicating successful knockout of the GFP gene by Cas9.

Plasmids

pKLV2-U6gRNA5(Empty)-PGKGFP2ABFP-W This plasmid was a gift from Dr. Kosuke

Yusa (Addgene #67983).

pKLV2-U6gRNA5(gGFP)-PGKBFP2AGFP-W This plasmid was a gift from Dr. Kosuke

Yusa (Addgene #67980).
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Method

Day 1

500,000 NIH3T3-Cas9 cells/well were seeded in 3 wells of a 6-well plate in complete DMEM

(250,000 cells/mL). 1.6mL of polybrene was added per well. For mock infection nothing fur-

ther was added, for control infection 100mL of a lentivirus containing the BFP/GFP plasmid

(pKLV2-U6gRNA5(Empty)-PGKGFP2ABFP-W) was added, and for the final well 100mL of

a lentivirus containing the BFP/GFP/gGFP plasmid (pKLV2-U6gRNA5(gGFP)-PGKBFP2AGFP-

W) was added.

Day 2

Media was changed to complete DMEM.

Day 4

Cells were harvested using TrypLE Express enzyme, fixed using 4% paraformaldehyde in PBS

for 10 minutes, and centrifuged (200xg, 5 minutes). Cells were resuspended in 1% FBS in PBS

and protein expression was assessed using flow cytometry using the following filters/detectors:

BFP 450/50 (405)-A; GFP 530/30 (488)-A. Baseline values for negative/positive expression

of BFP and GFP were established using the control infected and mock infected samples. The

proportion of cells expressing active Cas9 was determined to be 82%, based on the percentage

of BFP positive, GFP negative cells.

Acknowledgement

This work was performed by Dr. Nicola Thompson from the experimental cancer genetics

group at the Wellcome Sanger Institute.

B.3 NIH3T3 wild-type variants with coding consequences
overlapping mouse homologues of CGC genes

Table B.2: NIH3T3 wild-type coding variants in mouse homologues of CGC genes

Chromosome Position Reference Alternate Genotype Gene Sequence ontology term
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1 138117790 G C 0/1 Ptprc missense variant

1 143701990 GAAAAAAAA GAAAAAAA 0/1 Cdc73 frameshift variant

1 150443179 AACA AACACA 1/1 Tpr splice acceptor variant

1 156641457 G C 0/1 Abl2 missense variant

2 112248256 G T 0/1 Nutm1 missense variant

2 122151119 C A 1/1 B2m missense variant

2 126758523 T G 0/1 Usp8 missense variant

3 15542385 G C 1/1 Sirpb1b missense variant

3 15832375 G C 1/1 Sirpb1c missense variant

3 103280187 AGCCCCGGCCCC

GGCCCCGGCCCC

GGCCCCGGCCCC

AGCCCCGGCCCCG

GCCCCGGCCCCGG

CCCCGGCCCCGGC

CCC

1/1 Trim33 inframe insertion

4 75956319 G T 0/1 Ptprd missense variant

4 126178083 A G,T 2/1 Thrap3 missense variant

4 133752826 CGAGGAGG CGAGG 1/1 Arid1a inframe deletion

4 141516845 TTGCTGCTG

CTGCTGCTG

CTGCTGCTG

TTGCTGCTGCTGC

TGCTGCTGCTG

1/1 Spen inframe deletion

4 143135893 GCTCCTCCT

CCTCCTCCT

CCTCCTC

GCTCCTCCTCCT

CCTCCTCCTC

1/1 Prdm2 inframe deletion

4 151010416 GAC GACGGACAC 1/1 Per3 protein altering variant

5 67097668 TCCC TCCCC 0/1 Phox2b frameshift variant

5 103501611 G T 0/1 Ptpn13 missense variant

5 125106206 T A 0/1 Ncor2 missense variant

5 147306749 A C 0/1 Cdx2 missense variant

5 150541525 A G 0/1 Brca2 missense variant

5 150543195 A T 0/1 Brca2 missense variant

6 17533897 CTTTTTTTTTT CTTTTTTTTTTT

TT

1/1 Met splice acceptor variant

6 125036455 CCAAGCTCAAGC CCAAGC 0/1 Zfp384 inframe deletion

6 125036464 AGCCCAGGCCCA

GGCCCAGGCCCA

GGCCCAGGC

AGCCCAGGCC

CAGGCCCAGG

CCCAGGCCCA

GGCCCAGGCC

CAGGC

1/1 Zfp384 inframe insertion
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6 125122132 CCCCCTGCCCCT

GCCCCTGCCACT

GCCCCTGCC

CTCCCTGCCC

CTGCCCCTGC

CCCTGCCACT

GCCCCTGCC

1/1 Chd4 protein altering variant

6 143217634 GG GGACAG 1/1 Etnk1 frameshift variant

7 35409642 ACTCCTCCTCCT

CCTCCTCCTCCTC

ACTCCTCCTC

CTCCTCCTCC

TC

1/1 Cep89 inframe deletion

7 80098332 CCCAGGGCCAGG

GCCAGGGCCAG

CCCAGGGCCA

GGGCCAG

1/1 Idh2 inframe deletion

7 80502467 GTCATCATCATCA

TCATCATCATCA

GTCATCATCAT

CATCATCATCA

1/1 Blm inframe deletion

7 80512904 GCCTCCTCCTCC

TCCTCCTCCTCC

TCCTCC

GCCTCCTCCTC

CTCCTCCTCCT

CCTCCTCCTCC

1/1 Blm protein altering variant

7 102145442 TAGAA TAGAAGAA 1/1 Nup98 inframe insertion

7 102145495 GCC GCCTGCAGCAC

TGTGCCCTCCCC

TGCACTTAGTT

CCC

1/1 Nup98 frameshift variant

7 122590166 G T 0/1 Prkcb missense variant

7 130759613 A C 0/1 Tacc2 missense variant

8 70392070 G C 0/1 Crtc1 missense variant

8 108956091 ACAGCAACAGC

AGCA

ACAGCAACAGCA

GCAACAGCAGCA

1/1 Zfhx3 inframe insertion

8 108956100 GCAGCAGCAAC

AGCGGCAACTA

CAGCA

GCAGCA 0/1 Zfhx3 inframe deletion

9 16376784 C T 1/1 Fat3 missense variant

9 18644173 G A 1/1 Muc16 missense variant

9 18654473 GTTGAAATTGAA GTTGAA 1/1 Muc16 inframe deletion

9 44848133 T A 1/1 Kmt2a missense variant

9 71849844 T C 1/1 Tcf12 missense variant

9 75776376 AGGAGTCGGAGT AGGAGT 1/1 Bmp5 inframe deletion

9 95865570 C G 1/1 Atr missense variant

10 28493041 G T 0/1 Ptprk missense variant

10 52081998 C A 0/1 Ros1 missense variant

10 93847307 T A 1/1 Usp44 missense variant
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10 127331182 C A 0/1 Gli1 missense variant

10 127647806 C A 0/1 Stat6 missense variant

11 49643527 G C 0/1 Flt4 missense variant

11 75761161 CCCCCCAAA CA 0/1 Gm26836 splice donor variant

11 88687463 GCCCC GCC 1/1 Msi2 frameshift variant

11 119409459 CAGGAG CAG 0/1 Rnf213 inframe deletion

13 67139785 CAAAAA CAA 1/1 Zfp759 inframe deletion

13 112495176 CTTTTTTTTT CTTTTTTTTTTTT 1/1 Il6st splice acceptor variant

14 47704466 C G 0/1 Ktn1 missense variant

15 30619227 CAG CAGGAG 1/1 Ctnnd2 protein altering variant

15 47847161 C G 0/1 Csmd3 missense variant

15 98849587 ATGCTGCTG

CTGCTGCTG

CTGCTGCTG

CTGCTGCTG

CTGCTGCTG

CTGCTG

ATGCTGCTGCTG

CTGCTGCTGCTG

CTGCTGCTGCTG

CTGCTGCTGCTG

CTGCTG

1/1 Kmt2d inframe insertion

15 98851005 CCTGCTGCT

GCTG

CCTGCTG 1/1 Kmt2d inframe deletion

16 32753466 C A 1/1 Muc4 missense variant

16 32753802 T C 0/1 Muc4 missense variant

16 32753919 G C 0/1 Muc4 missense variant

16 32754065 G C 0/1 Muc4 missense variant

16 32754425 A C 0/1 Muc4 missense variant

16 32754794 T C 1/1 Muc4 missense variant

16 32756159 C A 1/1 Muc4 missense variant

16 32757020 T C 1/1 Muc4 missense variant

16 74035037 G T 0/1 Robo2 missense variant

17 4995186 CCCACCACC

ACCACCACC

ACCA

CCCACCAC

CACCACCA

CCACCACC

ACCA

1/1 Arid1b inframe insertion

17 4995586 GGGCGGCGG

CGGC

GGGCGGCG

GCGGCGGC

1/1 Arid1b inframe insertion

17 4995925 AGCAGCGGC

AGCGGCAGC

AGCAGCGG

CAGC

1/1 Arid1b inframe deletion

17 33912659 CGATGATGAT

GA

CGATGATGA 1/1 Daxx inframe deletion
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17 35264016 G C 0/1 H2-D1 missense variant

17 35380388 G C 0/1 H2-Q4 missense variant

17 35439650 C A 0/1 H2-Q7 missense variant

17 35508871 CTGTG CTG 1/1 Pou5f1 splice donor variant

17 36031053 C A 1/1 H2-T23 stop gained

17 36032145 GCA GCAGTCA 1/1 H2-T23 splice donor variant

17 36083252 C A 0/1 H2-Bl missense variant

17 36119331 T G 1/1 H2-T10 missense variant

17 36120282 GTTTCCCAC

TGTTTTCCC

ACTGT

GTTTCCCACT

GT

1/1 H2-T10 inframe deletion

17 36187455 G C 1/1 H2-T3 missense variant

17 36189406 GAAGAACTC

CA

GA 0/1 H2-T3 inframe deletion

17 36549178 ATTGTTGT ATTGT 1/1 H2-M11 inframe deletion

17 47786091 ACAGCAGC

AGCAGCAG

CAGCAGCA

GC

ACAGCAGCAG

CAGCAGCAGC

AGCAGCAGC

1/1 Tfeb inframe insertion

19 39807469 GCACACACA

CACACACAC

ACACACACA

CACACACAC

ACACAC

GCACACACACA

CACACACACAC

ACACACACACA

CACACACACACAC,

GCACACACACAC

ACACACACACAC

ACACACACACAC

ACACACAC

2,1 Cyp2c40 splice donor variant

This table contains variants found in NIH3T3 wild-type that overlap mouse homologues of

Cancer Gene Census (Futreal et al., 2004) genes, along with their positions in the mouse

genome (GRCm38). Genotypes: 0/1 = heterozygous reference and alternate allele, 1/1 =

homozygous alternate allele, 2/1 = heterozygous first alternate allele and second alternate

allele (comma separated). Sequence Ontology terms (Eilbeck et al., 2005) were assigned to

each variant by Ensembl Variant Effect Predictor (McLaren et al., 2016), with this table listing

only those with ’high’ or ’moderate’ coding consequences.
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B.4 Verification of amplified Genome-wide Knockout CRISPR
Library v2

The amplified Genome-wide Knockout CRISPR Library v2 (see section 3.2.2) was verified

by sequencing (section 3.2.2), to compare its characteristics with those of the original library.

Read counts were generated for each gRNA sequence, and a frequency histogram of these is

plotted in figure B.1. The ratio between the 90th and 10th percentile is 4.72, indicating an

acceptable level of variation in read counts between gRNAs. The number of gRNA sequences

with 0 reads is 362 (0.4% of the total), showing that the gRNA sequence representation of the

original library has been maintained well during amplification.

Figure B.1: Histogram of gRNA read counts generated from sequencing of amplified
Genome-wide Knockout CRISPR Library v2
Genome-wide Knockout CRISPR Library v2 (Addgene #67988, (Koike-Yusa et al., 2013))

was amplified according to the depositor’s instructions and then sequenced as detailed in sec-

tion 3.2.2. In this figure, the read counts of the individual gRNA sequences present in the

library are plotted against the frequency of their occurence (bin size = 5).
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B.5 Primer sequences for CRISPR-Cas9 gRNA insert library
preparation

B.5.1 1st round PCR - Genome-wide CRISPR-Cas9 knockout screen

Primer Sequence

Forward primer sequence ACACTCTTTCCCTACACGACGCTCTTCCGATCTCTTGTGGAAAGGACGAAACA

Reverse primer sequence TCGGCATTCCTGCTGAACCGCTCTTCCGATCTTAAAGCGCATGCTCCAGAC

Table B.3: Primer sequences for the 1st round PCR in the CRISPR-Cas9 gRNA insert
library preparation for the genome-wide CRISPR-Cas9 knockout screen

B.5.2 1st round PCR - Validation (pooled gRNA lentivirus)

Primer Sequence

Forward primer sequence ACACTCTTTCCCTACACGACGCTCTTCCGATCTCTTGTGGAAAGGACGAAACA

Reverse primer sequence TCGGCATTCCTGCTGAACCGCTCTTCCGATCTACTCGGTGCCACTTTTTCAA

Table B.4: Primer sequences for the 1st round PCR in the CRISPR-Cas9 gRNA insert
library preparation for the validation using a pooled gRNA virus
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B.5.3 2nd round PCR

Primer Seqeunce

Forward primer

sequence

AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTTCC

GATC*T

Reverse primer sequence

1

CAAGCAGAAGACGGCATACGAGATAACGTGATGAGATCGGTCTCGGCATTCC

TGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

2

CAAGCAGAAGACGGCATACGAGATAAACATCGGAGATCGGTCTCGGCATTCC

TGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

3

CAAGCAGAAGACGGCATACGAGATATGCCTAAGAGATCGGTCTCGGCATTCC

TGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

4

CAAGCAGAAGACGGCATACGAGATAGTGGTCAGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

5

CAAGCAGAAGACGGCATACGAGATACCACTGTGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

6

CAAGCAGAAGACGGCATACGAGATACATTGGCGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

7

CAAGCAGAAGACGGCATACGAGATCAGATCTGGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

8

CAAGCAGAAGACGGCATACGAGATCATCAAGTGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Reverse primer sequence

9

CAAGCAGAAGACGGCATACGAGATCGCTGATCGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATC*T

Table B.5: Primer sequences for the 2nd round PCR in the CRISPR-Cas9 gRNA insert
library preparation
For each of the 9 samples derived from the screen a different reverse primer sequence was

used, acting as a tag for sequencing. For the validation only one was needed as there was

a single sample. The same forward primer was used for each sample. The C*T notation

indicates a phosphorothioate bond before the terminal T residue to protect the oligonucleotide

from exonuclease digestion during the library construction process.

B.6 Genes identified by the genome-wide CRISPR-Cas9 knock-
out screen
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Table B.6: Putative transformation-associated genes identified by the genome-wide
CRISPR-Cas9 knockout screen

Gene Mouse

chromosome

Mouse position Equivalent

human

chromosome

Equivalent

human

position

Genotype Sequence ontology term

Cdc73 1 143701990 1 193122777 0/1 frameshift variant

Tpr 1 150443179 1 186322588 1/1 splice acceptor variant

Trim33 3 103280187 1 114510763 1/1 inframe insertion

Arid1a 4 133752826 1 26697179 1/1 inframe deletion

Spen 4 141516845 1 15876649 1/1 inframe deletion

Prdm2 4 143135893 1 13778600 1/1 inframe deletion

Per3 4 151010416 1/1 protein altering variant

Phox2b 5 67097668 4 41747334 0/1 frameshift variant

Met 6 17533897 7 116757424 1/1 splice acceptor variant

Zfp384 6 125036455 12 6667979 0/1 inframe deletion

Zfp384 6 125036464 12 6667952 1/1 inframe insertion

Chd4 6 125122132 12 6581155 1/1 protein altering variant

Etnk1 6 143217634 1/1 frameshift variant

Cep89 7 35409642 19 32948291 1/1 inframe deletion

Idh2 7 80098332 15 90087643 1/1 inframe deletion

Blm 7 80502467 15 90761056 1/1 inframe deletion

Blm 7 80512904 15 90749940 1/1 protein altering variant

Nup98 7 102145442 11 3712338 1/1 inframe insertion

Nup98 7 102145495 11 3712397 1/1 frameshift variant

Zfhx3 8 108956091 1/1 inframe insertion

Zfhx3 8 108956100 16 72788122 0/1 inframe deletion

Muc16 9 18654473 19 8945781 1/1 inframe deletion

Bmp5 9 75776376 6 55874571 1/1 inframe deletion

Gm26836 11 75761161 0/1 splice donor variant

Msi2 11 88687463 17 57289571 1/1 frameshift variant

Rnf213 11 119409459 17 80288688 0/1 inframe deletion

Zfp759 13 67139785 19 21972541 1/1 inframe deletion

Il6st 13 112495176 5 55954997 1/1 splice acceptor variant

Ctnnd2 15 30619227 5 11412062 1/1 protein altering variant

Kmt2d 15 98849587 12 49037507 1/1 inframe insertion
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Kmt2d 15 98851005 1/1 inframe deletion

Arid1b 17 4995186 6 156778195 1/1 inframe insertion

Arid1b 17 4995586 6 156778586 1/1 inframe insertion

Arid1b 17 4995925 6 156778928 1/1 inframe deletion

Daxx 17 33912659 6 33320142 1/1 inframe deletion

Pou5f1 17 35508871 1/1 splice donor variant

Tfeb 17 47786091 6 41691081 1/1 inframe insertion

Cyp2c40 19 39807469 10 94775225 2/1 splice donor variant

This table lists genes that were significantly enriched (FDR < 0.01) in one or more of the

MAGeCK ((Li et al., 2014)) comparisons between the focus formation sample from the genome-

wide CRISPR-Cas9 knockout screen (see section 3.2.2), and the three other samples (“li-

brary”, “14-day” and “proliferation-only”). The MAGeCK comparison(s) the gene was en-

riched in are also listed, alongside its rank order in this comparison when compared with all

other genes analysed in the screen.

B.7 Determination of NIH3T3 transfection efficiency

Materials

Cell lines

NIH3T3 wild-type NIH3T3 wild-type cells were obtained from the American Tissue Cul-

ture Collection (ATCC® CRL-1658™).

Plasmids

pmaxGFP (Lonza, catalogue #VDF-1012)
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Reagents

Reagent Manufacturer

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma-Aldrich

Fetal bovine serum (FBS) Gibco

Penicillin, streptomycin and L-glutamine (100X, 50mg/mL) Gibco

Trypsin-EDTA (0.05%) Gibco

Opti-MEM™ reduced serum media Gibco

Lipofectamine 3000 kit (Lipofectamine 3000 reagent and P3000) Thermofisher Scientific

Phosphate-buffered saline (PBS) Sigma-Aldrich

Table B.7: Reagents used in the determination of NIH3T3 transfection efficiency

Method

600,000 NIH3T3 wild-type cells were seeded at a density of 100,000 cells/well in a 6-well

plate (50,000 cells/mL) in complete DMEM, and incubated at 37°C for 24 hours. The media

was changed to Opti-MEM™ reduced serum media before transfection. Cells were transfected

using Lipofectamine 3000 according to the manufacturer’s instructions, using the following

quantities of reagents (table B.8). Three wells were transfected with pmaxGFP, and three were

mock transfected as a control, with the plasmid DNA replaced with an equivalent volume of

Opti-MEM. After 16 hours the media was changed to complete DMEM.

After 72 hours the cells were fixed using 4% paraformaldehyde in PBS for 10 minutes,

and centrifuged (200xg, 5 minutes). Cells were resuspended in 1% FBS in PBS and protein

expression was then assessed using flow cytometry using the following filter/detector: 530/30

(488)-A. Using the mock transfected cells to establish baseline values for negative expression,

the mean proportion of cells expressing GFP was determined to be 23.5%.

Reagent Quantity per 100,000 cells

Lipofectamine 3000 Reagent 1.5mL
P3000 1mL
pmaxGFP 0.5mg

Table B.8: Transfection reagent quantities for determination of NIH3T3 transfection ef-
ficiency


